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Incorporating Sememes into Chinese
Definition Modeling

Liner Yang ", Cunliang Kong

Abstract—Chinese definition modeling is a challenging task that
generates a dictionary definition in Chinese for a given Chinese
word. To accomplish this task, we built two novel datasets based on
Chinese Concept Dictionary (CCD) and Chinese WordNet (CWN)
respectively. Each dataset contains triples of a word, sememes, and
a corresponding definition. We present two novel models to im-
prove Chinese definition modeling: the Adaptive-Attention model
(AAM) and the Self- and Adaptive-Attention Model (SAAM). AAM
successfully incorporates sememes for generating the definition
with an adaptive attention mechanism. It has the capability to
decide which sememes to focus on and when to pay attention to
sememes. SAAM further replaces recurrent connections in AAM
with self-attention and relies entirely on the attention mechanism,
reducing the path length between word, sememes and definition.
Experiments on both datasets demonstrate that by incorporating
sememes, our model can generate definitions with more concrete
information. And the best model that we proposed outperforms the
state-of-the-art method by a large margin on both datasets.

Index Terms—Definition modeling, knowledge bases, self-
attention, sememes.

1. INTRODUCTION

HINESE definition modeling refers to the task of auto-
matically generating a Chinese definition for a specific
word. The definition generated here can describe the semantic
meanings of the word. This task can be employed to assist in the
compilation of dictionaries
Most people have encountered words they don’t recognize
while reading, especially for second language learners like
Chinese as a Foreign Language (CFL) learners. At this time,
people often turn to dictionaries for help. However, already
compiled dictionaries are often not updated in time and won’t
include words that relatively new. On the other hand, second
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Fig. 1. An example of the CDM dataset. The word “Ji /§” (hotel) has
five sememes, which are “¥% i (place), “JiRIl#” (tour), “IZ” (eat), “I K>
(recreation) and “{£ " (reside).

language learners are often not familiar with the language they
are learning, and using dictionaries might be difficult. In the
contrast, it may be a good choice to generate definitions of
words. Therefore, it is of great significance to study how to
automatically generate definitions.

Definition modeling was first proposed by Noraset et al. [1] as
a tool to evaluate different word embeddings. Gadetsky et al. [2]
extended the work by incorporating word sense disambiguation
to generate context-aware word definition. Both methods are
based on recurrent neural network encoder-decoder framework
without attention. In contrast, this paper formulates the definition
modeling task as an automatic way to accelerate dictionary
compilation.

In this work, we introduce two novel datasets built from
CCD [3], [4] and CWN [5] respectively. These two datasets
consists of 131,633 entries in total where each entry contains a
word, the sememes of a specific word sense, and the definition
of the same word sense in Chinese. Sememes are minimum
semantic units of word meanings, and the meaning of each word
sense is typically composed of several sememes, as illustrated
in Figure 1. For a given word sense, we annotate the sememes
according to HowNet [6]. Since sememes have been widely
used in improving word representation learning [7] and word
similarity computation [8], we argue that sememes can benefit
the task of definition modeling.

We propose two novel models to incorporate sememes into
Chinese definition modeling: the Adaptive-Attention Model
(AAM) and the Self- and Adaptive-Attention Model (SAAM).
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Both models are based on the encoder-decoder framework. The
encoder maps word and sememes into a sequence of continuous
representations, and the decoder then attends to the output of
the encoder and generates the definition one word at a time.
Different from the vanilla attention mechanism, the decoder
of both models employ the adaptive attention mechanism to
decide which sememes to focus on and when to pay attention
to sememes at one time [9]. Following Noraset et al. [1] and
Gadetsky et al. [2], the AAM is built using recurrent neural
networks (RNNs). However, recent works demonstrate that
attention-based architecture that entirely eliminates recurrent
connections can obtain new state-of-the-art in neural machine
translation [10], constituency parsing [11] and semantic role
labeling [12]. In the SAAM, we replace the LSTM-based en-
coder and decoder with an architecture based on self-attention.
This fully attention-based model allows for more paralleliza-
tion, reduces the path length between word, sememes and the
definition, and can reach a new state-of-the-art on the definition
modeling task. To the best of our knowledge, this is the first
work to introduce the attention mechanism and utilize external
resource for the definition modeling task.

Experiments on both novel datasets show that our proposed
AAM and SAAM outperform the state-of-the-art approach with
a large margin. After the model generation, we randomly se-
lected part of the data from the generated results for manual eval-
uation. The manual evaluation results show that by efficiently
incorporating sememes, the SAAM can generate more concrete
and accurate definitions.

II. METHODOLOGY

The definition modeling task is to generate an explanatory
sentence for the interpreted word. For example, given the word
“FRIE” (hotel), a model should generate a sentence like this:
LRTRATE R E A A A AR SS I 5 (A place to provide
residence and other services for tourists). Since distributed rep-
resentations of words have been shown to capture lexical syntax
and semantics, it is intuitive to employ word embeddings to
generate natural language definitions.

Previously, Noraset et al. [1] proposed several model archi-
tectures to generate a definition according to the distributed
representation of a word. We briefly summarize their model with
the best performance in Section II-A and adopt it as our baseline
model.

Inspired by the works that use sememes to improve word
representation learning [7] and word similarity computation [8],
we propose the idea of incorporating sememes into definition
modeling. Sememes can provide additional semantic informa-
tion for the task. As shown in Figure 1, sememes are highly
correlated to the definition. For example, the sememe “i% f”
(place) is related with the word “} 77 (place) of the definition,
and the sememe “JJi#” (tour) is correlated to the word “HK1T
#” (tourists) of the definition. Therefore, to make full use of
the sememes in datasets, we propose AAM and SAAM for the
task, in Section II-B and Section II-C, respectively.
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A. Baseline Model

The baseline model [1] is implemented with a recurrent neural
network based encoder-decoder framework. Without utilizing
the information of sememes, it learns a probabilistic mapping
P(y|x) from the word x to be defined to a definition y =
[y1, ..., yr], in which y; is the ¢-th word of definition y.

More concretely, given a word z to be defined, the encoder
reads the word and generates its word embedding = as the
encoded information. Afterward, the decoder computes the con-
ditional probability of each definition word y; depending on the
previous definition words y, as well as the word being defined
x, 1., P(yt|y<t, x). P(ys|y<s, x) is given as:

P(yily<e, z) o< exp (g(ys, 2t)) (1)
(2)

where z; is the decoder’s hidden state at time ¢, f and g are a
recurrent nonlinear function such as LSTM and GRU, and x is
the embedding of the word being defined. Then the probability
of P(y|z) can be computed according to the probability chain
rule:

= f(zt—lvyt—la $),

T

P(ylz) = ] P(yely<s, z) 3)

t=1
We denote all the parameters in the model as ¢ and the definition
corpus as D, ,, which is a set of word-definition pairs. Then
the model parameters can be learned by maximizing the log-
likelihood:
>

(z,9)ED 4

log P(y|x;0) “4)

6= argmax

B. Adaptive-Attention Model

Our proposed model aims to incorporate sememes into the
definition modeling task. Given the word to be defined z and its
corresponding sememes s = [s1, ..., Sx], we define the proba-
bility of generating the definition y = [y1, ...,y as:

T
P(y|x,s) = HP(yt|y<t,x,5)

t=1

&)

Similar to Eq. 4, we can maximize the log-likelihood with the
definition corpus D, s , to learn model parameters:

>

(%,8,Y)€Dax, s,y

f = argmax
0

log P(y|z,s;0) (6)

The probability P(y|x,s) can be implemented with an adap-
tive attention based encoder-decoder framework, which we
call Adaptive-Attention Model (AAM). The new architecture
consists of a bidirectional RNN as the encoder and a RNN
decoder that adaptively attends to the sememes during decoding
a definition.

a) Encoder: Similar to Bahdanau et al. [13], the encoder is a
bidirectional RNN, consisting of forward and backward RNNs.
Given the word to be defined = and its corresponding sememes
s =s1,...,sn], we define the input sequence of vectors for the
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encoder as v = [vy, ..., vy]|. The vector v,, is given as follows:

v, = [T 8y (7)

where «x is the vector representation of the word z, s,, is the
vector representation of the n-th sememe s,,, and [a; b] denote
concatenation of vector a and b.

The forward RNN f reads the input sequence of vectors from
v to vy and calculates a forward hidden state for position n
as:

<_
where f is an LSTM or GRU. Similarly, the backward RNN f
reads the input sequence of vectors from v to v; and obtain a
backward hidden state for position 7 as:

b = F(vp, hon 1) ©)

In this way, we obtain a sequence of encoder hidden states h =
[hy,..
the backward one ﬁn at each position n:

h, = [iZZ;?Z;}

The hidden state h,, captures the sememe- and word-aware
information of the n-th sememe.

b) Decoder: As attention-based neural encoder-decoder
frameworks have shown great success in image captioning [14],
document summarization [15] and neural machine transla-
tion [13], it is natural to adopt the attention-based recurrent
decoder in Bahdanau er al. [13] as our decoder. The vanilla
attention attends to the sememes at every time step. However,
not all words in the definition have corresponding sememes.
For example, sememe “f£ 1" (reside) could be useful when
generating “E 5" (residence), but none of the sememes is
useful when generating “#& £ (provide). Besides, language
correlations make the sememes unnecessary when generating
words like “F1” (and) and “45” (for).

Inspired by Lu et al. [9], we introduce the adaptive attention
mechanism for the decoder. At each time step ¢, we summarize
the time-varying sememes’ information as sememe context, and
the language model’s information as LM context. Then, we use
another attention to obtain the context vector, relying on either
the sememe context or LM context.

More concretely, we define each conditional probability in
Eq. 5 as:

_>
., hv], by concatenating the forward hidden state h,, and

(10)

(1)
(12)
(13)

P(yely<t,x, s) o< exp (g(yt; 2t))
Zt = f(zt—lamt—layt—lact)
c; = Adaptive(z;-1,m¢ 1, h1.N),

where ¢; is the context vector from the output of the adaptive
attention module at time ¢, z; and m; are the decoder’s hidden
state and memory cell at time ¢ respectively.

Here we give details contained in the adaptive attention mod-
ule. To obtain the context vector ¢, we first compute the sememe
context vector ¢; and the LM context o;. Similar to the vanilla
attention, the sememe context ¢; is obtained with a soft attention
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mechanism as:

N
¢ =Y anhn, (14)
n=1
where
_exp(ewm)

Yn = SN

> i1 exp(er)
Ctn = W?[hna mt—l] (15)

Since the decoder’s hidden states store syntax and semantic
information for language modeling, we compute the LM context
o, with a gated unit, where the input is the definition word y
and the previous hidden state z;_1:

0; = g; © tanh(z_1)
gt =o0(Wylyi1;201] + by).

Once the sememe context vector ¢; and the LM context o,
are ready, we can generate the context vector with an adaptive
attention layer as:

(16)

¢t = Brog + (1 = Bi)ér, (17)
where
8, = exp(eto)
exp(ero) + exp(ess)
€to = wZ[Ot; zt—l]
ere = wg (61 21, (18)

B¢ is a scalar in range [0,1], which controls the relative
importance of LM context and sememe context.

Once we obtain the context vector c;, we update the decoder’s
hidden state and generate the next word according to Eq. 12 and
Eq. 11, respectively.

C. Self- and Adaptive-Attention Model

Recent works demonstrate that an architecture entirely based
on attention can obtain new state-of-the-art in neural machine
translation [10], constituency parsing [11] and semantic role
labeling [12]. SAAM adopts similar architecture and replaces
the recurrent connections in AAM with self-attention. Such
architecture not only reduces the training time by allowing
for more parallelization, but also learns better the dependency
between word, sememes and tokens of the definition by reducing
the path length between them.

a) Encoder: Given the word to be defined x and its cor-
responding ordered sememes s = [sy,...,Sy], we combine
them as the input sequence of embeddings for the encoder, i.e.,
v = [vg,v1,...,VvyN]. The n-th vector v,, is defined as:

xz, n=0

19
n>0 (19

v, =

8'!'7. Y

where x is the vector representation of the given word z, and s,,
is the vector representation of the n-th sememe s,,.

Although the input sequence is not time ordered, position n

in the sequence carries some useful information. First, position
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An overview of the decoder for the SAAM. The left sub-figure shows our decoder contains N identical layers, where each layer contains two sublayer:

adaptive multi-head attention layer and feed-forward layer. The right sub-figure shows how we perform the adaptive multi-head attention at layer [ and time ¢ for
the decoder. zi represents the hidden state of the decoder at layer [, time ¢t. h denotes the output from the encoder stack. é! is the sememe context, while oi is
the LM context. cé is the output of the adaptive multi-head attention layer at time ¢.

0 corresponds to the word to be defined, while other positions
correspond to the sememes. Secondly, sememes are sorted into a
logical order in HowNet. For example, as the first sememe of the
word “SRTE” (hotel), the sememe “i7 T (place) describes its
most important aspect, namely, the definition of “J&{E” (hotel)
should be “HJ# 77 (a place for ...). Therefore, we add learned
position embedding to the input embeddings for the encoder:

Up = Up + Pn (20)

where p,, is the position embedding that can be learned during
training.

Then the vectors v = [vg, vy, ..., vy] are transformed by a
stack of identical layers, where each layers consists of two sub-
layers: multi-head self-attention layer and position-wise fully
connected feed-forward layer. Each of the layers are connected
by residual connections, followed by layer normalization [16].
We refer the readers to [ 10] for the detail of the layers. The output
of the encoder stack is a sequence of hidden states, denoted as
h = [ho,hy,...,hyN].

b) Decoder: The decoder is also composed of a stack of
identical layers. In Vaswani et al. [10], each layer includes three
sublayers: masked multi-head self-attention layer, multi-head
attention layer that attends over the output of the encoder stack
and position-wise fully connected feed-forward layer. In our
model, we replace the two multi-head attention layers with an
adaptive multi-head attention layer. Similarly to the adaptive
attention layer in AAM, the adaptive multi-head attention layer
can adaptivelly decide which sememes to focus on and when to

attend to sememes at each time and each layer. Figure 2 shows
the architecture of the decoder.

Different from AAM that uses single head attention to obtain
the sememe context and gate unit to obtain the LM context,
SAAM utilizes multi-head attention to obtain both contexts.
Multi-head attention performs multiple single head attentions
in parallel with linearly projected keys, values and queries,
and then combines the outputs of all heads to obtain the final
attention result. We omit the detail here and refer the readers
to [10]. Formally, given the hidden state zi_l at time ¢, layer
| — 1 of the decoder, we obtain the LM context with multi-head
self-attention:

! - -1 -1 _i-1
o; = MultiHead(z; *, 25,25, )

(21)
where the decoder’s hidden state z.~* at time ¢, layer [ — 1 is the
query, and 25t = [2071, ... 2l71], the decoder’s hidden states
fromtime 1 totime ¢ atlayer ! — 1, are the keys and values. To ob-
tain better LM context, we employ residual connection and layer
normalization after the multi-head self-attention. Similarly, the
sememe context can be computed by attending to the encoder’s

outputs with multi-head attention:

¢! = MultiHead(o!, b, h) (22)
where o} is the query, and the output from the encoder stack
h = [ho, hy,..., hy], are the values and keys.

Once obtaining the sememe context vector ¢! and the LM
context o}, we compute the output from the adaptive attention
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TABLE I
STATISTICS OF THE DATA SETS. THE COLUMNS IN THE TABLE ARE THE
NUMBER OF INTERPRETED WORDS, ENTRIES, TOKENS OF DEFINITIONS,
AND SEMEMES. JIEBA CHINESE TEXT SEGMENTATION TOOL
1S USED DURING SEGMENTATION

Dataset # words # entries # tokens # sememes
CCD
Train 27,047 94,029 568,361 160,792
Valid 1,503 5,218 31,956 8,966
Test 1,502 5,270 31,543 8,851
CWN
Train 6,575 21,736 198,314 40,848
Valid 823 2,606 23,684 4,743
Test 824 2,774 25,169 5,183
layer with:
Ll 1— AN 23
¢, = Broy + ( Bi)ét s (23)
where
I exp(€to)
. =
exp(eto) + exp(ess)
l INT T AL, -1
eto = (we)" [0y 24 ]
l INT14 1. J1-1
et = (w,)" [é5 2] 24

III. EXPERIMENTS

In this section, we will first introduce the construction process
of the CDM dataset, then the experimental results and analysis.

A. Dataset

To verify our proposed models, we construct two novel
datasets for the Chinese definition modeling task, hich are built
from Chinese Concept Dictionary (CCD) [4] and Chinese Word-
Net (CWN) [5] respectively. Each entry in datasets is a triple that
consists of: the interpreted word, sememes and a definition for
a specific word sense, where the sememes are annotated with
HowNet [6].

Concretely, take the process of building a dataset from CCD
as an example, for a common word in HowNet and CCD, we
first align its definitions from CCD and sememe groups from
HowNet, where each group represents one word sense. We define
the sememes of a definition as the combined sememes associated
with any token of the definition. Then for each definition of a
word, we align it with the sememe group that has the largest
number of overlapping sememes with the definition’s sememes.
With such aligned definition and sememe group, we add an
entry that consists of the word, the sememes of the aligned
sememe group and the aligned definition. Each word can have
multiple entries in the dataset, especially the polysemous word.
To improve the quality of the created dataset, we filter out
entries that the definition contains the interpreted word, or the
interpreted word is among function words, numeral words and
proper nouns.

After processing, we obtain the dataset that contains 131,633
entries in total. We divide the CCD and CWN datasets according
to the unique interpreted words into training set, validation set
and test set. Table I shows the detailed data statistics. We also
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TABLE II
OVERLAP PROPORTION OF SEMEMES AND WORDS USED IN
GOLD-STANDARD DEFINITIONS

Train Valid Test
CCD 1.89% 1.89% 1.94%
CWN 1.45% 1.36% 1.43%

count the overlap proportion of sememes and words used in
gold-standard definitions. The result shows that the coincidence
rate is quite low. Therefore, sememes can provide additional
semantic information, but it wouldn’t reduce the difficulty of
the definition generation task. The statistical results are shown
in Table II.

B. Settings

We show the effectiveness of our proposed models on both
datasets. All the embeddings, including word and sememe em-
beddings, are fixed 300 dimensional word embeddings pre-
trained on the Chinese Gigaword corpus (LDC2011T13). All
definitions are segmented with Jiaba Chinese text segmentation
tool' and we use the resulting unique segments as the decoder
vocabulary. To measure the quality of the definitions generated
by models, we calculate BLEU scores to evaluate the difference
between the generated results and the gold-standard definitions.
In this way, the closer the generated results is to the gold-standard
definitions, the higher the score obtained. And we compute
the BLEU score using a script provided by Moses, following
Noraset et al. [1]. However, the BLEU score can only measure
literal proximity and cannot measure semantic similarity, so the
BLEU metric is not completely suitable for the task of definition
generation. Therefore, we organized manual evaluations and
conducted a qualitative analysis of the results generated by
the model. In order to compare the differences between the
models and the effect of incorporating sememes on the model,
we conducted the following experiments on both CCD and CWN
datasets.

¢) Baseline w/ sememes: This is a variant of model proposed
by Noraset et al. [1]. The original model only accepts the
vector representations of the interpreted word as input, so we
incorporate sememes into the model by adding the word vector
with vectors of all its corresponding sememes altogether. The
rest of the model remains the same as the original model.

d) Baseline w/o sememes: Following the same experimental
setup with Noraset et al. [1], we use a two-layer LSTM network
as the recurrent component. And we add a trainable embed-
ding from character-level CNN to the fixed word embedding to
achieve the best performance.

e) AAM w/ sememes: For comparision, we also use a two-layer
LSTM network as the recurrent component. The model receives
sememes as the input sequence. And each sememe vector is
concatenated with the interpreted word vector at each time step.
If a word is not included in HowNet, i.e. has no sememes, we
use the word itself as a sememe for substitution.

![Online]. Available: https://github.com/fxsjy/jieba
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Fig. 3. Experimental results of the three models on CCD and CWN test sets.

f) AAM w/o sememes: In this scenario, we only use the vector
of the interpreted words as input. To make the input format
meet the model requirements, we concatenate the vector with
a replicated vector of itself in the encoder portion.

g) SAAM w/ sememes: Since the self-attention mechanism
is capable of modeling long-distance dependencies, we put the
interpreted word as the first token of the input sequence, while
the rest tokens of the input sequence are sememes. Similarly, if
a word has no sememes, we use the word itself as a sememe.

h) SAAM w/o sememes: This experiment is similas to the
previous case, except that we have deleted the sememes in the
input sequence.

In all the experiments above, we choose the model with the
highest BLEU score on the validation set. The selected model
is employed to calculate the final BLEU score on the test set.
For comparison purpose, the adam [17] optimizer is used in
all experiments, and the beam size is set to 1 during the test
phase. However, due to differences in model architectures and
implementation, the number of training epochs, batch size, and
learning rate are different in each experiment. More detailed
parameter settings cab be found in our code.

C. Results and Analysis

a) Main Results: We report the experimental results on both
CCD and CWN test sets in Figure 3. It shows that both of
our proposed models, namely AAM and SAAM, achieve good
results and outperform the baseline by a large margin. On the
CCD dataset, AAM and SAAM incorporated sememes improve
over the baseline that doesn’t use sememes with +3.79 BLEU
and +7.43 BLEU respectively. On the CWN dataset, the same
comparison results in +1.58 BLEU and +5.67 BLEU respec-
tively.

The results show that sememes are very useful in definition
generation. Compared with the case of w/ and w/o sememes,
the performance of SAAM improved +6.59 and +5.38 on CCD
and CWN respectively. Considering that sememes can help dis-
tinguish the meaning of words and provide additional auxiliary
information, we think this result is very reasonable.

In the baseline model, directly adding the sememe vectors
to the word vector only slightly improves the performance.
This indicates that how to encode sememes also has a very
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important impact on the results. The experimental results show
that the way in which the sememes are encoded as sequences
in AAM and SAAM can significantly improve the model
performance.

Among all models, SAAM w/ sememes achieves the new
state-of-the-art, with a BLEU score of 36.36 on the CCD test set
and 31.73 on the CWN test set respectively, demonstrating the
effectiveness of sememes and the architecture of SAAM.

b) Ablation Study: We also conduct an ablation study on the
CCD dataset to evaluate the various choices we made for SAAM.
We consider three key components: position embedding, the
adaptive attention layer, and the incorporated sememes. As
illustrated in table IV, we remove one of these components and
report the performance of the resulting model on validation set
and test set. We also list the performance of the baseline and
AAM for reference.

It demonstrates that all components benefit the SAAM. Re-
moving position embedding is 0.31 BLEU below the SAAM
on the test set. Removing the adaptive attention layer is 0.43
BLEU below the SAAM on the test set. Sememes affects the
most. Without incoporating sememes, the performance drops
3.53 BLEU on the test set.

¢) Manual Evaluation: In order to further compare our pro-
posed model with the baseline model and mitigate the shortcom-
ings of the BLEU metric, we performed a manual evaluation on
the CWN dataset. We randomly selected 200 samples from the
test set of CWN and let four native Chinese speakers rate these
definitions. Prior to distributing to the raters, we shuffled the or-
der of all definitions and deleted there source information. So the
raters wouldn’t know which model each definition was generated
from. Each rater scores the definitions from 1 to 5 points as: 1)
completely wrong or self-definition, 2) correct topic with wrong
infomation, 3) correct but incomplete, 4) small details missing,
5) correct. We made the scoring criteria following Ishiwatari
et al. [18]. The averated scores are reported in table V. The
manual evaluation results indicates that the generated definitions
of SAAM is significantly better than that of the baseline model.
In addition, SAAM can generate definitions with more concrete
information by incorporating sememes.

d) Qualitative Analysis: Table III lists some example defini-
tions generated with different models. For each word-sememes
pair, the generated three definitions are ordered according to the
order: Baseline, AAM and SAAM. For AAM and SAAM, we
use the model that incorporates sememes. These examples show
that with sememes, the model can generate more accurate and
concrete definitions. For example, for the word “SRIE” (hotel),
the baseline model fails to generate definition containing the
token “K1T % (tourists). However, by incoporating sememes,
especially the sememe “JiKJi#” (tour), AAM and SAAM success-
fully generate k{77 " (tourists). Manual inspection of others
examples also supports our claim.

However, SAAM w/ sememes also performed poorly in some
cases. Table VI lists some of the failed examples. In example
# 1, the model failed to capture the key information conveyed
by the sememe “#{ & (education). In example # 2 and # 3, the
only sememe couldn’t provide useful additional information to
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TABLE III

EXAMPLE DEFINITIONS GENERATED BY OUR MODELS. BASELINE REPRESENTS NORASET ET AL. [1]. NOTE THAT BASELINE DO NOT UTILIZE SEMEMES,
‘WHILE THE AAM AND SAAM MODELS BOTH USE SEMEMES

Word Sememes Model Generated Definitions
Bacctine | WEBUEAERMIE
Fﬁﬂ(tool) (Instrument for measuring track dial.)
SEIT | & (measure) AAM MERSENFEE
(barometer) | 7]&(strength) (An instrument that measures atmospheric pressure.)
“gas) SAAM | WERSETTHEE
(An instrument that measures atmospheric pressure.)
. R OGRS S
Baseline (To make a whining sound.)
N W3 (cry) AAM ROKHEE
(birdsong) | & (bird) (To make a loud noise.)
BRETFAEREE
SAAM (The unique cry of birds.)
K YA 3
M (place) Baseline j;)\]ﬂ TR l’g‘{giﬁﬂhﬁ d )
) Helour) ( E ace toEpr0v1 e residence to people.)
i | & ot | R AR AR
(hotel) ﬁgﬁjij“) L (A place to provide residence to tourists.)
P reerention) [ | IR AT R IR TR
£ I (reside) (A place to provide residence and other services to tourists.)
TABLE IV

ABLATION STUDY: BLEU SCORES ON THE CCD VALIDATION SET AND TEST
SET. FOR THE LAST THREE ROWS, WE REMOVE POSITION EMBEDDING,
THE ADAPTIVE ATTENTION LAYER OR SEMEMES INFORMATION

FroM SAAM MODEL
Model Valid Test
SAAM 37.11 36.36
—position 36.79 36.05
—adaptive 35.69 3593
—sememes 32.26 32.83
TABLE V

RESULTS OF MANUAL EVALUATION. HERE WE GIVE THE AVERAGE SCORE OF

EACH RATER ON EACH MOD!

EL. AND THE LAST COLUMN IS THE AVERAGE

SCORE OF ALL RATERS ON EACH MODEL

01 02 03 04 Mean

Gold 4.80 4.37 4.42 4.79 4.59

SAAM w/ 3.13 2.79 2.89 3.42 3.05

SAAM w/o 2.85 2.33 2.48 3.10 2.69

Baseline w/o 2.03 1.65 1.79 2.34 1.95
TABLE VI

EXAMPLES THAT SAAM FAILED TO GENERATE DEFINITIONS

#1
Input Word:  [FIZE (in the same class)
VAJE(E (attachment value)
Sememes: 1l (alike)

#UE (education)

Generated Def:

JEZH SR RIR S -

Describe with common

objects.
#2
Input Word: 7R [X (east district)
Sememes:  ZRIX (east district)

Generated Def:

Z RV E A PO A DX -

The area west of the space.

#3

Input Word:

A3 (man-made)

Sememes:

AH (artificial)

Generated Def:

AR 2 BRI A H 5
2 RLH o

Described to cause a strong
physiological or chemical
reaction.

the model, where the sememe in # 2 is the interpreted word itself
and the sememe in # 3 is a synonym of the interpreted word.

IV. RELATED WORK
A. Definition Modeling

Distributed representations of words, or word embed-
dings [19] were widely used in the field of NLP in recent years.
Since word embeddings have been shown to capture lexical
semantics, Noraset et al. [1] proposed the definition modeling
task as a more transparent and direct representation of word
embeddings. This work is followed by Gadetsky et al. [2], who
studied the problem of word ambiguities in definition modeling
by employing latent variable modeling and soft attention mech-
anisms. Both works focus on evaluating and interpreting word
embeddings. In contrast, we incorporate sememes to generate
word sense aware word definition for dictionary compilation.

B. Knowledge Bases

Recently many knowledge bases (KBs) are established in
order to organize human knowledge in structural forms. By
providing human experiential knowledge, KBs are playing an
increasingly important role as infrastructural facilities of natural
language processing.

HowNet [20] is a knowledge base that annotates each con-
cept in Chinese with one or more sememes. HowNet plays
an important role in understanding the semantic meanings of
concepts in human languages, and has been widely used in word
representation learning [7], word similarity computation [21]
and sentiment analysis [22]. For example, Niu e al. [7] improved
word representation learning by utilizing sememes to represent
various senses of each word and selecting suitable senses in
contexts with an attention mechanism.

Chinese Concept Dictionary (CCD) is a WordNet-like seman-
tic lexicon [3], [23], where each concept is defined by a set of
synonyms (SynSet). CCD has been widely used in many NLP
tasks, such as word sense disambiguation [23].

Authorized licensed use limited to: Tsinghua University. Downloaded on October 21,2020 at 10:44:20 UTC from IEEE Xplore. Restrictions apply.



1676

Another WordNet-like semantic lexicon in Chinese is the
Chinese WordNet (CWN) [5]. The design criterion of CWN
is to build a complete and robust knowledge system which also
embodies a precise expression of semantic relations.

C. Self-Attention

Self-attention is a special case of attention mechanism that
relates different positions of a single sequence in order to com-
pute a representation for the sequence. Self-attention has been
successfully applied to many tasks recently [10]-[12], [24]-[26].

Vaswani et al. [10] introduced the first transduction model
based on self-attention by replacing the recurrent layers com-
monly used in encoder-decoder architectures with multi-head
self-attention. The proposed model called Transformer achieved
the state-of-the-art performance on neural machine translation
with reduced training time. After that, Tan et al. [12] demon-
strated that self-attention can improve semantic role labeling
by handling structural information and long range dependen-
cies. Kitaev and Klein [11] further extended self-attention to
constituency parsing and showed that the use of self-attention
helped to analyze the model by making explicit the manner in
which information is propagated between different locations in
the sentence.

Self-attention has many good properties. It reduces the com-
putation complexity per layer, allows for more parallelization
and reduces the path length between long-range dependencies
in the network. In this paper, we use self-attention based archi-
tecture in SAAM to learn the relations of word, sememes and
definition automatically.

V. CONCLUSION

We introduce the Chinese definition modeling task that gen-
erates a definition in Chinese for a given word and sememes
of a specific word sense. This task is useful for dictionary
compilation. To achieve this, we built two novel datasets with
word-sememes-definition triples. We propose two novel meth-
ods, AAM and SAAM, to generate word sense aware definition
by utilizing sememes. Experiments on the CCD and CWN
datasets show that our proposed AAM and SAAM outperform
the state-of-the-art approach with a large margin. By efficiently
incorporating sememes, the SAAM achieves the best perfor-
mance with significant improvement. We release the code of
this work at https://github.com/blcuicall/ AutoDict.
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