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Network	
  Representation	
  Learning
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  a	
  low-­‐dimensional	
  representation vector for	
  each	
  vertex	
  in	
  
networks
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Challenges

� Typical NRL models
§ simplify each edge as	
  a	
  binary	
  or	
  continuous	
  value.
§ ignore rich semantic informationon edges.

� Typical NRL tasks
� Vertex classification
� Link prediction

Can we model and predict detailed relations between
social network vertices?



A New Task – Social Relation Extraction

� Extract detailed relations between social network vertices
� A new way to evaluate relationmodelingof NRL models

� Relation Extraction/Prediction in knowledge graphs
� Relation categories are well pre-­‐defined
� Relational facts are annotated precisely with human efforts



Definitions of SRE

� Relations
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Definitions of SRE



TransNet: Translation-­‐Based NRL

� Translation Mechanism
� “Interest” vectoru, v
� “Skill” vector u’, v’



TransNet: Translation-­‐Based NRL

� Translation Mechanism



TransNet: Translation-­‐Based NRL

� Edge Representation Construction



Experiments

� Datasets: Arnetminer

� Evaluation Metrics: Hits@k, MeanRank



Experiments

� SRE
� Typical NRL
models

� TransE and
TransNet



Experiments

� Label comparison



Experiments

� Case study: “A. Swami”,”



Conclusion

� A new task – Social Relation Extraction
� Relations -­‐> Automatically constructed label set

� Translation-­‐based NRL – TransNet
� Translationmechanism
� Deep autoencoder

� 10%~20% improvements than TransE on SRE
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