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Background

« NLP is the key to pass Turing Test and Realize Al

Turing Test

Alan Turing
(1912 - 1954)

Key founder of CS and Al,
proposed Turing test based on
language understanding
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Semantics

Syntax

Structure Learning for NLP

Dartmouth Conference ! ﬂ -
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Background

« Deep language understanding requires complicated knowledge

@ 9@ & 8
Knowledge (o)

Linguistics Commonsense Facts Expertise

\Vs

Text FRAN or R
Tom coughs today and AN = =
may get infected by "N/\ - ITI =
COVID-19 0%
Subject: Tom Cough makes Tom Find hospitals and COVID-19 will cause
Predicate: cough unconformable doctors for cure inflammation and
Time: today then dry cough

Language understanding requires the ability of knowledge acquisition,
representation and application 3
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Research Spectrum of NLP

1960

Noam Chomsky

Modern grammar (Linguistics) [F g
theory proposed in 1950s ’
has been introduced in NLP
but cannot well cover
complex language usage.




Research Spectrum of NLP

Edward Feigenbaum

An expert system represents
facts and rules with the
knowledge base, and
conducts inference based on
the knowledge base

1960 1980

Noam Chomsky

Modern grammar (Linguistics) [F g
theory proposed in 1950s ’
has been introduced in NLP
but cannot well cover
complex language usage.




Research Spectrum of NLP

Noam Chomsky

Modern grammar (Linguistics) i
theory proposed in 1950s :
has been introduced in NLP
but cannot well cover
complex language usage.

Edward Feigenbaum

An expert system represents
facts and rules with the
knowledge base, and
conducts inference based on
the knowledge base

MD/ \VP
/

VBZ VP

NNP VBZ NP

VRN
VBN PP

Tom coughs today and may gets infected by COVID-10

Symboledge (Symbolic Knowledge)
* linguistic rules

* knowledge bases




Research Spectrum of NLP

Edward Feigenbaum

An expert system represents
facts and rules with the
knowledge base, and
conducts inference based on
the knowledge base

1960 1980 1990

Robert Mercer

Noam Chomsky

The data-driven statistical
models proposed in 1990s
only take advantages of
shallow lexical information.

Modern grammar (Linguistics) i
theory proposed in 1950s ’
has been introduced in NLP
but cannot well cover
complex language usage.
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Research Spectrum of NLP

Salary is between

$50000-$80000

Office near to Declined
home offer

Robert Mercer

The data-driven statistical

models proposed in 1990s

only take advantages of
shallow lexical information.

Q
% olooe,

Accepted Declined

offer offer

Modeledge (Model Knowledge)
* SVM
* Decision Tree

* CRF. LDA

machine-friendly, discrete/continuous, shallow




Research Spectrum of NLP

Edward Feigenbaum Yoshua Bengio

Neural models are
introduced in NLP in 2010s
but challenged by deep
understanding with
structured knowledge.

An expert system represents
facts and rules with the
knowledge base, and
conducts inference based on
the knowledge base

1960 1980 1990 2010

Robert Mercer

Noam Chomsky

The data-driven statistical
models proposed in 1990s
only take advantages of
shallow lexical information.

Modern grammar (Linguistics) J#* %)
theory proposed in 1950s
has been introduced in NLP
but cannot well cover
complex language usage.
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Research Spectrum of NLP

Yoshua Bengio

Neural models are
introduced in NLP in 2010s
but challenged by deep
understanding with
structured knowledge.

Embeledge (Embedd

* word embeddi

ing Knowledge)

ng

* knowledge graph embedding
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¥ food
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Research Spectrum of NLP

Yoshua Bengio

Neural models are
introduced in NLP in 2010s
but challenged by deep
understanding with
structured knowledge.

nnnnnn

Embeledge (Embedding Knowledge) Modeledge (Model Knowledge)

* word embedding e CNN. RNN., GNN

* knowledge graph embedding e BERT. GPT. T5. BART
machine-friendly. continuous, shallow machine-friendly, continuous. deep,
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Research Spectrum of NLP

Edward Feigenbaum Yoshua Bengio

Neural models are
introduced in NLP in 2010s
but challenged by deep
understanding with
structured knowledge.

An expert system represents
facts and rules with the
knowledge base, and
conducts inference based on
the knowledge base

1960 1980 1990 2010

Noam Chomsky Robert Mercer

Modern grammar (Linguistics) %)
theory proposed in 1950s
has been introduced in NLP
but cannot well cover
complex language usage.

The data-driven statistical
models proposed in 1990s
only take advantages of
shallow lexical information.

Acquisition, Representation and Application of knowledge for language understanding
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Closed-Loop of Knowledge in NLP

ed Machine

Knowledge ' Knowledge |
& > -

Representation i 53 2E

@ Knowledge

" Human Knowledge ! Acquisition
o Knowledge e Knowledge
Acquisition Representation
How to extract accurate How to represent complex

knowledge from noisy text  knowledge in machine

Knowledge
Guide

e Knowledge

Guide
How to improve NLP models
by incorporating knowledge
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Knowledge Extraction from Open Text

« Challenge : From noisy text to accurate knowledge

Filtering - Instance-level attention to remove noise

Context - Use rich context to improve accuracy & coverage

Dihvd The derivatives of include
Fa ct artemisinin derivative o Dibydroarte- and artesunate DS
misinin

is a semi-synthetic derivative of

Distant Supervision I
-
The potency of is twice as high Q) Context-aware O
P! y g .
2 = 2 B
. . (7p] .
9. X lubilit :TS DOIPIOVEIEDLIn - and have great calibreto | =3
(7, T nyescOTpanc™ (_E function as strong inhi to the specific -
< ™ is a semi-synthetic derivative (0]
of and play an b
U effect ... -+
9_"_ X is the active metabolite of all
Q) compounds Knowledge Acquisition
[] | The derivatives of include Dihydroarte-
and artesunate misinin treat »|  malaria

Instance-Level Attention Relation Extraction from Open Text



Representation Learning for Complex Knowledge

« Challenge: Efficient knowledge representation for machine

Fusion — Consider internal and external information of KGs

Unified - Build unified knowledge embeddings

artemisinin inhibit * PEATP6 |+
derived rtesunat
from
similar to
dihydroarte-
misinin

- >

) "]
Dihydroartemisinin, a derivative of Malaria i

artemisinin, has a powerful and mic

rapid effect on blood stage parasites

(oS

/S0P A
QO \o.(«

s caused by single-celled
od

Human Knowledge

24N3NJ1S

uoneuwojuj

Unified
Representation

)

Suppaqui3

dihydroartemisinin

ofloxacin
o
A

doxycycm
X
\typhmd fever
A

cholera

malaria

o

>

Machine Knowledge
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Knowledge-Guided NLP Models

« Challenge: Incorporate knowledge in heterogeneous models

Arch — Design learning architecture with knowledge

In/Out — Design inputs and objectives with knowledge

Objective ,||.|||.

, a deriva-

Input tive of has a
powerful killing effect on the

red stage of parasites.

Knowledge
Regularization

Knowledge
Support

Knowledge
Augmentatio
n

PfATP6
inhibitio
n

artem
isinin
artesunat
e

derivative

similar

dihydroart-

i cure
emisinin

Structured
knowledge

positive
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Pre-trained Language Models as
Advanced Model Knowledge




Pretrained Language Model as a Breakthrough in 2018

 Impressive progress of deep learning on unsupervised text corpora

2001 | Neural language models

2008 ¢ Multi-task learning

2013 ¢ Word embeddings

2013 ¢ Neural networks for NLP
2014 ¢ Sequence-to-sequence models
2015 ¢ Attention

2015 Memory-based networks
2018 Pretrained language models
Sebastian Ruder http://ruder.io/a-review-of-the-recent-history-of-nlp/

e S ——— ——
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Challenge of Deep Learning in NLP

 Deep Learning has achieved the best performance in most NLP tasks

« Challenges: require large-scale supervised training

Supervised Data
of Specific Tasks Test Data

| |
Training » Model




Pretrained Language Models

* Pre-trained Language Models (PLMs) can learn language patterns from large-scale
un-labeled data, and improve the performance on downstream tasks by fine-
tuning parameters

Large—-Scale Supervised Data
Un—labeled Data of Downstream Tasks Test Data

} } }

Pre-Trainin » »
< Fine—Tune Model




Superior Performance on Language Understanding

GLUE Benchmark
95.0 87.1 88.4 894 89.9 90.3 90.6

85.0

75.0

65.0 58.6

55,0
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Superior Performance on Language Generation

Interactive SSA (%)

100

20 A

Human (86%)

Xiaolce (31%)

10

12

14
Perplexity

16
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Contests of Pretrained Language Models

Semi-supervised Sequence Learning
context2Vec
Pre-trained seq2seq

Bidirectional L Larger model
More data

GPlT-Z Defense

ULMFlT —_— ELMO

Multi llngual Transformer

MultiFiT

Grover
GPT-3

XLM Crod¢-modal
Udify +Knowledge
Unicoder MT-DNN MASS Permutation LM
. Transformer-XL
Knowledge UniLM . .
DistillLtion Morcfdata VideoBERT BioBERT
CBT SciBERT
MT-DNNkp ViLBERT ClinicalBERT
ERNIE VisualBERT ERNIE (Baidu) StoryGPT
XLN (Tsinghua) B2T2 BERT-wwm
SpanBERT et KnowBert Unicoder-VL MacBERT
RoBERTa SentiLR LXMERT

KEPLER  VL-BERT

LIBERT  UNITER
https://github.com/thunlp/PLMpapers
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https://github.com/thunlp/PLMpapers

Knowledgeable PLM

« Incorporate external symbolic knowledge with model knowledge of PLMs

. Chronicles:
Volume One

Songwriter Writer

Bob Dylan wrote Blowin’ in the Wind in 1962, and wrote Chronicles: Volume One in 2004.

24



How to Make PLMs Knowledgeable

« Knowledgeable Input: input augmentation as extra features
« Knowledgeable Tasks: knowledge-guided pre-training tasks

« Knowledgeable Framework: knowledge-guided neural architecture



Knowledgeable Input

ERNIE: Enhanced Language Representation with Informative Entities
« Lower layers for text, and higher layers for knowledge integration
« Link Prediction Objective with MLM

______________

'
Token Output Entity Output : ¢

1 )}
|
1 1
| 1 | :
Token Output i OR[N 0] wff | u( ! Enmy Output
Aggregator AN | 1 :' 2 | 4 :
\\ \--F-— N>~
Aggregator
K-Encoder Mx Information Fusion )
C— I S ) -
W50 I P CE L
é ~ -
! 1 ! : 9 ! e ~
(o) (-0 €3 ' g ) Q) i
HEC A @y ) @y foce w 6(21)
— N

Entity Input N
AN Multi-Head Attention ) { Multi-Head Attention ]
\

!

t t t
(wz(;i_l) wii—l) D e§~D]  Entity Input

T-Encoder Nx

Token Input 2
bob dylan wrote blow 1962 Bob Dylan Blowin’ in the Wind
Token Input Bob Dylan wrote Blowin’ in the Wind in 1962
(a) Model Achitecture (b) Aggregator

Zhengyan Zhang, Xu Han, Zhiyuan Liu, Xin Jiang, Maosong Sun, Qun Liu. ERNIE: Enhanced Language Representati%\ with
Informative Entities. ACL 2019.



Knowledgeable Tasks

« KEPLER: Joint learning of knowledge and language modeling

« Unify knowledge embedding and language representation into the same semantic
space

Kepler's laws

e ... are three scientific laws describing +
« B the mot f planets around the Sun,
- published by Johannes Kepler. L S )
,‘. h r t g ”"»,,,,\
Ethnic group * ,* Published by N
. . Encoder Embeddings Encoder

I i ‘
»
Johannes Kepler was a German - »%

astronomer ... best known for » ?‘{ after Johannes Kepler.
>

N " » ‘3
his laws of planetary motion. y Named after text, h . ¢ text,
. \i '
e : + Operator [l Johannes Koplor JIENCENTUIE  Astronomer [}
‘¢ ”
N

Kepler space telescope
launched by NASA ... Named

I <s> Johannes Kepler was a German astronomer ... | I <s> An astronomer is a scientist in the field of . | | Kepler <mask> t0 have had an epiphany on I

1
| l ==

An astronomer is a scientist in

ono S ... is an independent agency
the fiekd of astronomy ...

for the civilian space program ..

A@&aI.KEPLER: A Unified Model for Knowledge Embedding and Pre-trained Language Representation. To appear at TACL.




Knowledgeable Tasks

« Coreference: Two or more expressions in a text refer to the same entity

Antoine published The Little Prince in 1943. The book follows a young
prince who visits various planets in space.

« CorefBERT: Learn coreferential reasoning ability from large-scale unlabeled corpus

« Mask one or several mentions and requires model to predict the masked mention’ s
corresponding referents

Vocabulary
candidates

Contextual

; ' Jane, Claire, / the, people, face, defense,
candidates ', }

evidence, ...") Claire, located, ...

L = —logPr(hs | h;) —log Pr(Claire | h;) —logPr(defense | hy4)
. J \ J

N N
Lyrp Lyiim
(h] -« [m] (W) [ [m] [Re] - ™
Multi-layer Transformer
(=] - [x:] [x] [x] [x]
PR AN AN AN AN AN AN

[Gane ] [presents | [‘vidence | [ against | [Claire] [ but | [(MASK1] [ presents | [ a | [stromg | [MASK]

28
Ye et al. Coreferential Reasoning Learning for Language Representation. EMINLP2020.



Knowledgeable Framework

LM with mechanisms for selecting and copying facts from KG

Super Mario Land is a 1989 side-scrolling platform video game developed and published by Nintendo

[Super Mario Land] is a [1989] [side-scrolling] < parent from local entites Pt G & X
: 5 R Mario Land ! Nintendo standard vocabulary
[platform video game] developed and published plattor sane 8 s ;i
L ark ) A side-scrolling game
by [Nintendo) as a [launch title] for their [Game Wil | Se o o Bo—’y the
Boy] [handheld game console]. i) = gy
dog
i | PUBLISHER | ( ] platform
= s o i 28093 HzmilaunCh PRl pick from all entities € game .
li f e
PUBLICATION MANUFACTURER AAA Inc. O bus::iseso .
DATE . O Ka iki
: Mention of a D Distribution over standard Koppai
21 April 1989 platform game Game Boy New Entity SonyEne: O vocabulary and aliases of e; )
Q828322 O Nintendo

INSTANCE OF Zzyzx, CA O

side-scrolling video game
s handheld = ame console Not an Distribution over
Q941818 D - et - @ standard vocabulary

Entity Mention

Robert L. Logan IV, Nelson F. Liu, Matthew E. Peters, Matt Gardner, Sameer Singh. Barack's Wife Hillary: Using Knowledge-

.\Wr Fact-Aware Language Modeling. ACL 2019 — ———




Framework of Knowledgeable Learning

« More methods to incorporate multiple knowledge into deep learning

> A\ B
=] = g Modeledge Hyperparameter
S =l e R — = Knowledge
= E ‘ =] Model Transfer /Parameter
& = Knowledge
gl FE g
= 2
Q <
o] [ = =
g 5 \ Knowledge lLul, Objective
‘g S Regularization
& 2 Embeledge
S Embedding -
o
& Knowledge Knowledge Model
Support
B g/:/é,
g &
= ||l e\, @ S
|.‘I:|. @ m@ ‘gfr;.@?symbmedge , a deriva-
@ o ﬁ .= . Knowledge tive of has a
£ s - Symbolic ' o Input
S @ Knowledge Augmentation  powerful killing effect on the
T | Q) red stage of parasites.
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Model Knowledge Stimulation with Prompts




GPT-3 and Prompts

The three settings we explore for in-context learning

« GPT-3 has 175 billion parameters, almost ———
impossible to ﬁne-tune The model predicts the answer given only a natural language

discription of the task. No gradient updates are performed.

« GPT-3 introduces prompts to stimulate

. Translate English to French: task description
knowledge in PLMs L
« Prompts are typically task descriptions and
language triggers to give models hints to X
One-shot

generate words

In addition to the task description, the model sees a single
example of the task. No gradient updates are performed.

« By adding prompts, downstream tasks are
formalized as Ianguage mode“ng problems Translate English to French task description

sea otter => loutre de mer example
cheese =>

Brown et al. GPT-3: Language Models are Few-Shot Learner. OpenAl 2020.
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GPT-3 and Prompts

« Prompts stay untuned

« Prompts have great performance on Zeoshot  Gne-shot Few-shot
few-shot and zero-shot tasks e 175BParams

Natural Language
Prompt

« Big models contain more knowledge
from large unlabeled corpora, and have

Accuracy (%)

No Prompt

better performance

~ e ].3B Params

0 10° 10'
Number of Examples in Context (K)

Brown et al. GPT-3: Language Models are Few-Shot Learner. OpenAl 2020. .



Prompt-Oriented Fine-Tuning

« Prompts can be tuned together with PLMs for downstream tasks

Class: Positive Class: Positive

Apples T good, wonderful
T ( Task Head J T

MLM Head T ( MLM Head ]
Gap T
/\ Encoder
Encoder Encoder
|like eating (MASK]. : I like eating Apples. : | like eating Apples. It was (MASK].

Masked Language Model Fine-tuning Task-oriented Fine-tuning Prompt-oriented Fine-tuning



Prompt-Oriented Fine-Tuning

« Auto generated prompts

« Use encoder-decoder model to generate templates

e ™
A fun ride. <X> great <Y>pr---------- -_-_:
I -]
A pleasure to watch. <X> great <Y>|-1'"! ," Dec"de
1!
1!
“———Training examples for label:positive ———— i i <S:> This is [MASK
y N ' ||<S:> A [MASK] one.
No reason to watch. <X> terrible <Y>H-'|
|
This junk. <xX> terrible <y>f--------- - ~Generated templates
Flne-tune and
evaluate

Sk Training examples for label:negative ————
| positive: great, negative: terrible ‘ <S:> A [MASK] one.
Label mapping M ()) Best template

Making Pre-trained Language Models Better Few-shot Learners. 2021




Prompt Tuning

« Keep PLM fixed and tune soft prompts

« Achieve comparable performance with tuning all model parameters

100
~m®~ Prompt Design
. ~ Model Tuning
Label:Positive 90 =—— Prompt Tuning ____—
t «» 80 = /
....... w ”':.';'
great = A .
f 5 70 / /
Encoder Decoder S b
(Fixed) "| (Fixed) 9 /" e
60 x /I
________________________________________________ n—N
I:]I:]El | like eating apples . ; /
B e P RS 50 5]
. 108 10° 1010 101
(d) Prompt Tuning Model Parameters

Lester et al. The Power of Scale for Parameter-Efficient Prompt Tuning. Google 2021.
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Pre-trained Prompt Tuning

« Tuning soft prompts under few-shot setting is not easy

* Pre-train general soft prompts, keep PLMs fixed and tune pre-trained soft prompts for

downstream tasks
Pre-Training (Unlabeled Data) : Next Sentence Prediction

100 s FT(118) 01[ P I ...Iron Man sacrificed himself. I <X> I The Avengers finally wins... ]
80 B PT (410K) (]
'
60 "\ Prompt Tuning (Labeled Data) : Yes / No Question Answering
40 ' P I Can you drive in Canada? I <X> I Drivers in Canada register the vehicle. ]
n
20 " Prompt Tuning (Labeled Data) : Natural Language Inference
|‘{ P 1 | visited Iraqi, including Fallujah. I <X> I Fallujah is a Iraqi city. ]
\
2 BoolQ RT CCPM CMNLI \ Prompt Tuning (Labeled Data) : Sentence Similarity
(T5-XXL Model ~11B) (CPM-2 Model ~11B) ‘[ P I I say | became very uneasy. I <X> I She was very uneasy last night. ]

Gu et al. PPT: Pre-trained Prompt Tuning for Few-shot Learning. 2021.
\ —  e— -
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Pre-trained Prompt Tuning

« As compared with prompt tuning, pre-trained prompt tuning works better under
few-shot settings

English Tasks

SST-2 SST-5 RACE-m RACE-h BoolQ RTE CB

oo Meind Acc. Acc. Acc. Acc. Acc. Acc. Fl
T5-Small - 72.83_1 31. 1()_.1 26.4()_(; 2()3()', 59.2().(; 54017 70. 1.;,(;
FT T5-Base - 74.62.7 28.81.8 27.20.5 26.70.2 61.921 56.12.3 70.42 6
(l IB) TS-Large - 89. 12_2 42.41_2 48.21,(; 43217 74()09 ()44;1 82323
T5-XL - 89.63.2 38.45.1 55.02.8 50.92.6 77.22.1 62.36.8 81.99.0
T5-XXL - 91.40.8 40.62.0 62.93.9 54.83.0 80.82 4 64.120 86.55.3
Vanilla PT 7()515', 32.33_3 34.73_2 31.635 61.05,3 535;', 50.74_|
Hybrid PT 87.6(;,(; 40.92,7 53~58,2 44.2(;_4 79.81 .5 56.82_(; 66.57,2
PT LM Adaption | 77.675  36.236 27.30.2 26.50.4 62.00.3 55.310 61.2y7

(410K) T5-XXL

PPT 93.503 50.2¢.7 60.0y 2 53.00.4 66.4357 58916 71.26.2
Hybrid PPT 93.80.1 50.1¢0.5 62.50.9 52.20.7 82.01.0 59.83.2 73.27.0
Unified PPT 94.4¢.3 46.01.3 58.00.9 49.9;.3 76.02.7 65.82.1  82.254

Gu et al. PPT: Pre-trained Prompt Tuning for Few-shot Learning. 2021.
—\ e ———— e e
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A Brief Comparison

« Performance comparisons among different strategies

Model Tuning Full data Few-shot Data
Parameters
Tune Classifier — -
Tune Prompts ~ ™
Fix Classifier J N%
Fix Prompts - -
(Big Model) (Big Model with PPT)




Knowledgeable Prompt Tuning

« Combine prompts (model knowledge) with human prior knowledge

« Use logic rules to enhance prompt tuning to downstream classification tasks

Label Words Label Words
ﬁ person ‘s parent was person
organization organization

(MLM Head) (MLM Head)
[CLS] Mark Twain was the father of Langdon. () (the | (ias) ) Langdon) () [MASK] ) () (ne ) (tmaskd ) (Mark Twain) () [SEP)

Input Template

Label Words Label Words Label Wofds
person 's parent was person
organization organlzatlon

(MLM Head) (MLM Head )
[CLS] Google became a subsidiary of Alphabet. D [MASK] M Google ]D[ [MASK] ]D- WD [SEP]

Input Template

fe.(x,person)A

fe,(y, person)A
fe. e.(z,’s parent was,y)

— “person:parent”

Logic Rules

fe.(xz,organization)A
fe,(y,organization)A

fe..e.(z,’s parent was,y)

— “organization:parent”

Han et al. PTR: Prompt Tuning with Rules for Text Classification. 2021.

E—\ e ———— ———



Knowledgeable Prompt Tuning

« Incorporate knowledge base into verbalizer design in prompt tuning

Knowledge Base
.

science, mathematics, biology,
research, knowledge, physics,
electron, scientist, capabilities, labs,
knowledge, innovate, calculation, ...,
agrobiology, mscience, euclid,

orthogon, einstein, bioacoustics,
chemo, axiom, nomenclature

SCIENCE

Label

science, mathematics, biology,
research, knowledge, physics,
electron, scientist, capabilities, labs,
knowledge, innovate, calculation, ...,

physics
mathematics
science
calculation
research

\ Construct Knowledgeable Verbalizer Refine Knowledgeable Verbalizer Final Vsmaw\zs«J

physics Labels Prediction

mathematics
i SCIENCE

MM | I =

Head basketball Verbalizer SPORTS =
NBA
I sports

[CLS] ( [MASK] ) [question) @ What's the relation between speed and acceleration?

Template

Original Input

Hu et al. Knowledgeable Prompt-tuning: Incorporating Knowledge into Prompt Verbalizer for Text Classification. 2021.



Cross-modal Prompt Tuning

- Cross-model prompts: use prompt-learning in computer vision

MLM watchlng
Head ndlng

Vocabulary

- @) ) (o) () (pw9) (e ) (e ) ()

(a) Pre-training

CLS label: positive
Head label: negative

Label Space

Query Text: ol ... ‘ﬁﬂ‘ (051) (e ) (oo ) (seemea) (v ) (e ) (women) (7))

The horse watched by the woman

(b) Fine-tuning

red MLM
N b|Ue Head
\ Vocabulary
. - . - . [ [CLS] The horse E/«achted][ by ][ the woman is

——— Image Regions ——— ——  Query Text

in ][[MASK]][ color ] [[SEP]]

Query Template ————

Query Text: (c) Cross—Modal Prompt Tuning (Our approach)
The horse watched by the woman

CPT: Colorful Prompt Tuning for Pre-trained Vision-Language Models. 2021

—\ e ———— e e
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Application: Information Extraction

« 60~80-way classification for fine-grained entity typing

Label Words Class Sets
City Mapping | LOCATION/
Location | -eeoo... > CITY
Copy the entity mention T
- MLM head

Input 1 Prompt —— ™

Prompt-learning for Fine-grained Entity Typing. 2021
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Application: Information Extraction

« 60~80-way classification for fine-grained entity typing

Prompt-learning for Fine-grained Entity Typing. 2021

7\*

. Few-NERD OntoNotes BBN
Metric
Fine-tuning PLET Fine-tuning PLET Fine-tuning PLET
Acc 8.94 43.87 (+34.93) 3.70 38.97 (+35.27) 0.80 40.70 (+39.90)
MiF 19.85 60.60 (+45.75) 18.98 59.91 (+40.93) 5.79 49.25 (+43.46)
MaF 19.85 60.60 (+40.75) 19.43 61.42 (+41.99) 442 48.48 (+43.06)
Acc 20.83 47.78 (+26.95) 7.27 39.19 (+31.92) 6.68 41.33 (+34.65)
MiF 32.67 62.09 (+29.42) 24.89 61.09 (+36.20) 13.70 54.00 (+40.30)
MaF 32.67 62.09 (+29.42) 25.64 62.68 (+37.04) 13.23 51.97 (+38.74)
Acc 33.09 57.00 (+23.91) 11.15 38.39 (+27.24) 19.34 52.21 (+32.87)
MiF 44.14 68.61 (+24.47) 27.69 59.81 (+32.12) 27.03 61.13 (+34.10)
MaF 44.14 68.61 (+24.47) 28.26 60.89 (+32.63) 24.69 58.91 (+34.22)
Acc 46.44 55.75 (+9.31) 18.37 39.37 (+21.00) 27.01 44.30 (+17.29)
MiF 57.76 68.74 (+10.98) 38.16 57.97 (+19.81) 40.19 56.21 (+16.02)
MaF 57.76 68.74 (+10.98) 37.77 58.32 (+20.55) 39.50 55.15 (+15.65)
Acc 60.98 61.58 (+0.60) 32.26 42.29 (+10.03) 39.67 55.00 (+15.33)
MiF 71.59 72.39 (+0.80) 51.40 60.79 (+9.39) 49.01 62.84 (+13.83)
MaF 71.59 72.39 (+0.80) 51.45 61.80 (+10.35) 47.09 62.38 (+15.29)
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Analysis: Effectiveness in few-shot learning

« How many data points is a prompt worth?

« Using 50 examples with prompts is comparable with 200 data points

0.85

0.80

accuracy
©
~J
w

©
~
o

0.65

BoolQ

2000

classifier run
prompting advantage
promptlng run

region of ¢ omparnson

4000 6000 8000
training points

How Many Data Points is a Prompt Worth? 2021.

e ——

End of dataset

0.90

0.80

Fl-macro

e
~
S}

/

e

25

50

cB

/-

-

75

100 125
training points

\

classifier run
prompting advantage
prompting run
region of comparison

150

175

cid of dataset

200

45



Analysis: Stability

* Templates have huge impact, and different templates means different context

for [MASK]

* Human-defined, automatically generated, randomly initialized...

Accuracy Across Formats and Training Sets
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Prompt-learning could be unstable for different templates

Calibrate Before Use: Improving Few-Shot Performance of Language Models.

Dataset

Metric

Method

PLET PLET (S)

23.99 (+6.44)
47.98 (+19.59)
47.98 (+19.59)

OntoNotes?

BBN

Acc
MiF
MaF

28.27 (+3.17)
49.79 (+16.18)
49.95 (+12.04)

55.82  57.79 (+1.97)
60.64 63.24 (+2.60)
59.99  64.00 (+4.01)

Zero-shot entity typing. With appropriate templates,
the performance is promising

46



Implementation Issues for Prompt-learning

« Prompt-learning is a synthesis of pre-trained tasks, deep models, human prior
knowledge and current tasks

« The implementation may face problems
« What ? What model? What template? Hard or soft? What verbalizer?
« When? When to insert the template?
« Where ? Where to insert the template?

« How ? How to generate templates and verbalizers?



OpenPrompt: A Prompt-learning Programming Framework

https://github.com/thunlp/OpenPrompt

PromptModeI B f ) I Y X ) Terminalizer
Verbalizer ] __________ Wrapper Class: User doesn’t need to )
[ modify. In order to make prompt tuning Lo i
t  logits for words resemble traditional PyTorch pipeline
s -
f__input for PLMs loss ids PLM-related Class: Support various
[ TemplateEmbeddings ] .............................. 5 PLM types.
§ J
T input ids Prompt :I
Prom ptD ataset ) Trainer Prompt-related Class: support many
prompt-learning type. Also easy for
. wrapped reimplementation by user.
PromptTokenizer example
- Template |--1---- |:]
| Tokenizer I
Dataset-related Class: Support
example T available dataset. Users can also use
their own dataset once having the
Dataset ) desired data format.
.
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Remaining Challenges

* Converge speed of prompt-tuning for super large models
* The convergence speed is still very slow

* Fast estimation for prompt-tuning
Fast Estimation? Bayesian?

—=

Local optimal Prompt



Remaining Challenges

« Only tune prompts, adapters, or biases. Are they all the same?
« Additional parameters in different pattern: contexts, MLPs, matrices...

« Assumption: They are just switches for knowledge distributed in PLMs

PLM

i¥§

\. J

Prompt/Adapter/Bias Tuning

| _g

50



Remaining Challenges

« Still vanilla pre-training?
* Pursue the grand unity for pre-training and model tuning

« A central model with toolkit can do all the things

000 Terminalizer

OpenPrompt:$ |
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Summary

* Knowledge is the key to deep understanding of human languages

* Knowledge can be represented in appropriate ways: symbol vs. model

* Big PLMs are the most advanced approach to model knowledge

* Big PLMs do capture knowledge from plain text including commonsense

* The challenge is to stimulate and stabilize model knowledge in PLMs

* Prompt Tuning seems a promising approach to stimulate model knowledge for NLP

* Prompt Tuning is friendly to deploy big PLMs in applications, one PLM vs. thousands
of prompts and applications
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Future Work

[ Knowledgeable Learning for NLP}
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Open Source

 Packages for representation and acquisition of linguistic and world knowledge

« The projects obtain 40000+ stars on GitHub

KRLPapers NRLPapers OpenQA
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BMInf - https://github.com/OpenBMB

« Low-cost Inference Package for Big Pretrained Language Models (PLMs)

Implementation
BMInf

BMiInf

BMinf

BMinf

BMInf

PyTorch

PyTorch

GPU
NVIDIA GeForce GTX 1060
NVIDIA GeForce GTX 1080Ti
NVIDIA GeForce GTX 2080Ti
NVIDIA Tesla V100
NVIDIA Tesla A100
NVIDIA Tesla V100

NVIDIA Tesla A100

Encoder Speed (tokens/s)

533

1200

2275

2966

4365

Decoder Speed (tokens/s)
1.6
12
19
20

26
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Resource: Chinese Pre-Trained Models (CPM )

WIERER

i
ILLE]| =

iy xiz

[®] m=

[T

CPM-Generate

=R
b (@ 2
$ 8 B

o <D0
B4
109M 334M  2.6B
B&
12 24 32
RREME
768 1,024 2,560
BEIEEHHY
12 16 32
EEhREHE
64 64 80

©

® B B

dit

x55

XEZR

BYAESHEE

&

(EIERE

AL

Chinese Pre-Trained Language Models (CPM-LM) Version-I

53 miT

@ Python

Y 54

w595 (O09

{90

Updated 2 days ago

arXiv:2012.00413 [pdf, other]

CPM: A Large-scale Generative Chinese Pre-trained Language Model
Authors: Zhengyan Zhang, Xu Han, Hao Zhou, Pei Ke, Yuxian Gu, Deming Ye, Yujia Qin,
Yusheng Su, Haozhe Ji, Jian Guan, Fanchao Qi, Xiaozhi Wang, Yanan Zheng, Guoyang Zeng,
Huangi Cao, Shengqi Chen, Daixuan Li, Zhenbo Sun, Zhiyuan Liu, Minlie Huang, Wentao
Han, Jie Tang, Juanzi Li, Xiaoyan Zhu, Maosong Sun

Abstract: ...as the training corpus of GPT-3 is primarily English, and the parameters are not
publicly available. In this technical report, we release the Chinese Pre-trained Language
Model (CPM) with generative pre-training on large-scale Chinese training data. To the best
of our knowledge,... 7 More

Submitted 1 December, 2020; originally announced December 2020.
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CPM-2: Large-scale Cost-effective Pre-trained Language Models
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CPM-3: A Large-Scale Continual Pre-Trained Language Model
CPM-2: Large-Scale Cost-Effective Pre-Trained Language Models
CPM-1: A Large-Scale Chinese Pre-Trained Language Model
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Thanks!

liuzy@tsinghua.edu.cn

http://nlp.csai.tsinghua.edu.cn/~lzy



