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Abstract—Neural headline generation (NHG) has been proven to be effective in generating a fully abstractive headline recently. Existing NHG systems are only capable of producing headline of the same language as the original document. Cross-lingual headline generation is an important task since it provides an efficient way to understand the key point of a document in a different language. Due to the lack of those parallel corpora of direct source language articles and target language headlines, we propose to deal with the cross-lingual neural headline generation (CNHG) under the zero-shot scenario. A trivial solution is to translate and summarize the source document in a pipeline way. However, a pipeline solution will lead to error propagation in the translation and summarization phases. This challenge motivates us to build a direct source-to-target CNHG model based on existing parallel corpora of translation and monolingual headline generation. Specifically, we let a parameterized CNHG model (student model) mimic the output of a pretrained translation or headline generation model (teacher model). To the best of our knowledge, this is the first effort to address CNHG problem. Besides, we construct English–Chinese headline generation evaluation datasets by manual translation. Experimental results on English-to-Chinese cross-lingual headline generation demonstrate that our proposed method significantly outperforms the baseline models.

Index Terms—Neural network, headline generation, cross-lingual headline generation.
for cross-lingual NHG model is unavailable. One possible solution to this problem is to leverage the pipeline method: We could either translate the original document to target language then generate the headline, or generate the headline then accomplish the translation. Either way involves two models. The training data discrepancy between the two models would have significant influence over the results. Besides, the errors made in the first step would inevitably affect the second step.

To address the model discrepancy and error propagation problems in pipeline methods, we propose a direct source-to-target cross-lingual neural headline generation (CNHG) model and deploy on the task of English-Chinese headline generation based on existing parallel corpora: English headline generation, Chinese headline generation, and English-Chinese translation corpora. As shown in Fig. 2, our basic idea is to let the pre-trained neural models with parallel corpora (teacher model) guide the parameter learning of CNHG model without parallel corpora (student model). We investigate three methods for zero-resource CNHG under the teacher-student framework. The first method takes an English-Chinese neural machine translation (NMT) model which is pre-trained on English-Chinese translation corpora as the teacher model. We force the CNHG model to mimic the output of NMT on English headlines. In the second method, we first build a pseudo Chinese article corpora by translating English articles using the NMT model. Then we let the CNHG model imitate the output of the Chinese NHG teacher model, which is pre-trained on Chinese headline generation corpora, on the pseudo Chinese articles. The third method combines them to guide the learning procedure. Our CNHG model directly learns from a pseudo Chinese headline ground truth generated by pre-trained models. We expect that our unified CNHG model can do better on unseen data compared with pre-trained pipeline methods by getting rid of error propagation and model discrepancy problems.

To test the performance of CNHG methods, we build evaluation datasets by manually translating broadly used DUC2003 task-1 and DUC2004 task-1 datasets. These datasets are hoped to benefit future research studies. Experimental results demonstrate that the proposed approaches yield substantial gains over the baseline methods.

II. BACKGROUND

A. Encoder-Decoder based NHG

Given an input document $x = (x_1, \ldots, x_i, \ldots, x_M)$, the NHG model aims to take $x$ as input, and generates a short headline $y = (y_1, \ldots, y_j, \ldots, y_N)$ with length $N < M$. $x_i$ and $y_j$ represents $i$-th input word and $j$-th output word, respectively. The log conditional probability can be formalized as:

$$
\log \text{Pr}(y|x; \theta) = \sum_{j=1}^{N} \log \text{Pr}(y_j|x, y_{<j}; \theta),
$$

(1)

where $y_{<j} = (y_1, \ldots, y_{j-1})$ is partial headline and $\theta$ is a set of parameters. The $j$-th word $y_j$ in a headline is generated in an encoder-decoder framework:

$$
\text{Pr}(y_j|x, y_{<j}; \theta) \propto \exp\{g(y_{j-1}, c_j, s_j; \theta)\},
$$

(2)

where $y_{j-1}$ is the headline word that generated in the last timestep, $s_j$ represents the $j$-th hidden state computed by the decoder, $c_j$ indicates the $j$-th context vector for generating $y_j$, and $g(\cdot)$ is a non-linear function. $\text{Pr}(\cdot)$ represents the function to calculate the generation probability in the rest of the paper. The model parameters are trained to maximize the log likelihood over a large-scale parallel corpora $D = \{(x^{(t)}, y^{(t)})\}_{t=1}^{T}$:

$$
\mathcal{L}(\theta) = \sum_{t=1}^{T} \log \text{Pr}(y^{(t)}|x^{(t)}; \theta),
$$

(3)

where $x^{(t)}$ and $y^{(t)}$ denote $t$-th source document and target headline, $T$ represents corpus size.

For the English NHG task, the widely adopted training data [9] comes from Gigaword [15]. For Chinese, the training data is from [16]. Nevertheless, direct large-scale cross-lingual article-to-headline training data is nonexistent, which is hindering the exploration of end-to-end CNHG model.

B. Teacher-Student Framework

A teacher-student framework is usually involved with model distillation in which the student model is trained to simulate the output of a teacher model, or ensemble of teachers. The standard training approach is to minimize the distance (typically $L_2$, cross entropy or KL-divergence) between the student and teacher model:

$$
\mathcal{J}(\theta_T; \theta_S) = G(\text{Pr}(y|x; \theta_T), \text{Pr}(y|x; \theta_S)),
$$

(4)

where $G(\cdot)$ is a function that measures the distance between two distribution probabilities, $\theta_S$ and $\theta_T$ represent student and teacher network parameters. In our work, we take the intended CNHG model as the student model, pre-trained NMT and NHG models as the teacher models, KL-divergence as the distance measure to accomplish CNHG task.

III. MODEL

We propose to model the intended English-Chinese CNHG model based on a teacher-student framework with no direct training data. Given an English-Chinese translation parallel corpus $D_{x^{ES}}$, we obtain an NMT teacher model $\text{Pr}(y^{CS}|x^{ES}, \hat{\theta}_{\text{NMT}})$, where $\hat{\theta}_{\text{NMT}}$ is a set of learned parameters. We also acquire an NHG teacher model $\text{Pr}(y^{C}|x^{C}, \hat{\theta}_{\text{NHG}})$.

4The access link of English Gigaword is https://catalog.ldc.upenn.edu/LDC2012T21
based on a given Chinese article-headline parallel corpus \(D_{x_c, y_c} \cdot \theta_{\text{NHG}}\) refers to the Chinese NHG model parameters. Then, the teacher models guide the learning of student model, i.e., the \(\Pr(x^C|x^E; \hat{\theta}_{\text{CNHG}})\) with the English article-headline parallel corpus \(D_{x_E, y_E}\) under three assumptions: (a) the translation of a target headline would have the same generation probability with the intended cross language headline, (b) the headline of a translated source article would have the same generation probability with the translation of the headline \(x^E\), (c) combining two teacher models as in (a) and (b) would improve the performance of the target model. Table I describes the notations used in our methods.

### A. NMT Teacher Model

The underlying assumption is that if an article \(x^E\) and a headline \(y^E\) constitute a parallel article-headline pair, then the intended cross-lingual headline \(z^C\) of \(x^E\) should have the same generation probability with the translation of the headline \(y^E\). Fig. 3 shows the illustration. Given the English article-headline parallel corpus \(D_{x_E, y_E}\), the training objective based on the assumption is defined as:

\[
\mathcal{J}_{\text{NMT}}(\theta_{\text{CNHG}}) = \sum_{(x^E, y^E)} \mathbb{E}_{z^C|y^E; \hat{\theta}_{\text{NMT}}} \left[ K(x^E, y^E, z^C, \hat{\theta}_{\text{NMT}}, \theta_{\text{CNHG}}) \right],
\]

where

\[
K(x^E, y^E, z^C, \hat{\theta}_{\text{NMT}}, \theta_{\text{CNHG}}) = \sum_{j=1}^{|z^C|} \text{KL} \left( \Pr(z^C_j|x^E, z^C_{<j}; \hat{\theta}_{\text{NMT}}) \right| \Pr(z^C_j|x^E, z^C_{<j}; \theta_{\text{CNHG}}) \right),
\]

(6)

where \(\text{KL}(\cdot)\) is the KL-divergence function which is defined at word-level:

\[
\text{KL} \left( \Pr(z^C_j|x^E, z^C_{<j}; \hat{\theta}_{\text{NMT}}) \right| \Pr(z^C_j|x^E, z^C_{<j}; \theta_{\text{CNHG}}) \right) = \sum_{z^C_j \in V_c} \Pr(z^C_j|x^E, z^C_{<j}; \hat{\theta}_{\text{NMT}}) \log \frac{\Pr(z^C_j|x^E, z^C_{<j}; \hat{\theta}_{\text{NMT}})}{\Pr(z^C_j|x^E, z^C_{<j}; \theta_{\text{CNHG}})},
\]

(7)

in which \(V_c\) denotes the Chinese vocabulary. Since the NMT teacher model is fixed, the training objective is equivalent to:

\[
\mathcal{J}_{\text{NMT}}(\theta_{\text{CNHG}}) = -\sum_{(x^E, y^E)} \mathbb{E}_{z^C|y^E; \hat{\theta}_{\text{NMT}}} \mathcal{R}(x^E, y^E, z^C, \hat{\theta}_{\text{NMT}}, \theta_{\text{CNHG}}),
\]

(8)

where

\[
\mathcal{R}(x^E, y^E, z^C, \hat{\theta}_{\text{NMT}}, \theta_{\text{CNHG}}) = \sum_{j=1}^{|z^C|} \sum_{z^C_j \in V_c} \Pr(z^C_j|x^E, z^C_{<j}; \hat{\theta}_{\text{NMT}}) \cdot \log \Pr(z^C_j|x^E, z^C_{<j}; \theta_{\text{CNHG}}).
\]

(9)

Then, our goal is to find a set of parameters that minimizes the training objective:

\[
\hat{\theta}_{\text{CNHG}} = \arg \min_{\theta_{\text{CNHG}}} \{ \mathcal{J}_{\text{NMT}}(\theta_{\text{CNHG}}) \}.
\]

(10)

Given the learned model parameters \(\hat{\theta}_{\text{NMT}}\), the standard decision rule for finding the translation with the highest probability for a headline \(y^E\) is given by:

\[
z^C = \arg \max_{z^C} \{ \Pr(z^C|y^E; \hat{\theta}_{\text{NMT}}) \}.
\]

(11)

### B. NHG Teacher Model

Instead of taking the NMT model as the teacher model, we further investigate to utilize an NHG model as the teacher model, as shown in Fig. 4. We assume that if \(z^C\) is the translation of an article \(x^E\), then the intended cross-lingual headline \(z^C\) would have the same generation probability with the headline of \(x^E\). The training objective definition based on this assumption is similar to Eq. (5), and the KL-divergence is defined at word-level as well. As the NHG teacher model does not change
during training, the final training objective is equivalent to:

\[
\mathcal{J}_{\text{NHG}}(\theta_{\text{CNHG}}) = - \sum_{(x^E, y^C)} \mathbb{E}_{z^C | x^E; \theta_{\text{NHG}}} \left[ Q(x^E, \hat{x}^C, \hat{z}^C; \hat{\theta}_{\text{NHG}}, \theta_{\text{CNHG}}) \right].
\]

(12)

where

\[
Q(x^E, \hat{x}^C, \hat{z}^C; \hat{\theta}_{\text{NHG}}, \theta_{\text{CNHG}}) = \sum_{j=1}^{|z^C|} \sum_{\hat{z}_{j_c} \in V_{c_j}} \Pr(\hat{z}^C | x^E, \hat{z}^C_{<j}; \hat{\theta}_{\text{NHG}}) \times \log \Pr(\hat{z}^C_{j_c}; \hat{\theta}_{\text{CNHG}}).
\]

(13)

The goal becomes finding a set of parameters that minimizes the training objective:

\[
\hat{\theta}_{\text{CNHG}} = \arg \min_{\theta_{\text{CNHG}}} \{ \mathcal{J}_{\text{NHG}}(\theta_{\text{CNHG}}) \}.
\]

(14)

Finding the translation \(\hat{x}^C\) of input article \(x^E\) is given by:

\[
\hat{x}^C = \arg \max_{\hat{x}^C} \left\{ \Pr(\hat{x}^C | x^E; \hat{\theta}_{\text{NMT}}) \right\}.
\]

(15)

and finding the headline for a translation \(\hat{x}^C\) under the Chinese NHG model \(\hat{z}^C_{\text{NHG}}\) is given by:

\[
\hat{z}^C_{\text{NHG}} = \arg \max_{\hat{z}^C_{\text{NHG}}} \left\{ \Pr(\hat{z}^C | \hat{x}^C; \hat{\theta}_{\text{NHG}}) \right\}.
\]

(16)

C. NMT+NHG Teacher Model

As the NMT and NHG models both can be utilized as the teacher model to guide the student model, we further investigate the combined “teaching” ability of the two models, as shown in Fig. 5. The training objective consists of two parts: KL-divergence between NMT teacher model and student model, KL-divergence between NHG teacher model and student model. In this way, our approach is capable of considering the two pre-trained teacher models.

\[
\mathcal{J}_{\text{NMT+NHG}}(\theta_{\text{CNHG}}) = - \sum_{(x^E, y^C)} \left\{ \alpha \mathbb{E}_{z^C | y^E; \hat{\theta}_{\text{NMT}}} \left[ R(x^E, y^E, \hat{z}^C; \hat{\theta}_{\text{NMT}}, \theta_{\text{CNHG}}) \right] + (1 - \alpha) \mathbb{E}_{z^C | x^E; \theta_{\text{NHG}}} \left[ Q(x^E, \hat{x}^C, \hat{z}^C; \hat{\theta}_{\text{NHG}}, \theta_{\text{CNHG}}) \right] \right\}
\]

(17)

where the definition of functions \(R(\cdot)\) and \(Q(\cdot)\) remain the same as in Eq. (9) and Eq. (13), respectively. \(\alpha\) is a hyper-parameter that balances between the NMT and NHG models.

D. Teacher Distribution Approximation

When we utilize the teacher model to generate a teacher distribution, in Eq. (11) for instance, there is a major difficulty, i.e., the intractable search space. Enumerating all possible sequences is impossible. As a result, we utilize three approximation methods to address this problem.

Single Word Embedding Sampling: This is a standard solution to approximate the full search space [17]. Let \(\hat{z}^C_{j_{-1}} = (\ldots, \hat{z}^C_{j_{-1-1}}, \hat{z}^C_{j_{-1}}, \ldots)\) be a sampled headline. When calculating the output distribution \(\Pr(\hat{z}^C_{j_c} | y^E, \hat{z}^C_{<j}; \hat{\theta}_{\text{NMT}})\) according to Eq. (6), the single word embedding sampling method utilizes the word embedding of \(\hat{z}^C_{j_{-1}}\). The word \(\hat{z}^C_{j_{-1}}\) is selected based on a multinomial distribution defined by \(\Pr(\hat{z}^C_{j_{-1}})\). We denote it as Single sampling. This method not only could introduce more diverse data, but also is less time consuming.

Expected Word Embeddings Sampling: The single word embedding sampling method only takes one past-sampled word as input during generating. As a result, it inevitably brings error propagation problem: sampling mistakes will affect the next step of sampling. Inspired by [18], we utilize the expected word embeddings to address the problem. In this method, the emitted output word embedding that used to calculate the \(j\)-th output distribution \(\Pr(\hat{z}^C_{j_c} | y^E, \hat{z}^C_{<j}; \hat{\theta}_{\text{NMT}})\) is the weighted average of word embeddings over the entire target vocabulary, according to the probability distribution \(\Pr(\hat{z}^C_{j_{-1}})\), instead of the single word embedding itself. The expected word embeddings allow us to
consider the full vocabulary and approximate the full search space better. We denote it as **Expected sampling**.

**Greedy Decoding:** Another simpler way to approximate the teacher distribution is to utilize the mode of the teacher model, as suggested in [19]. This method simply runs beam search with beam size $= 1$ on $y^E \in \mathcal{D}_{x^E} \times y^C$ to obtain the teacher distribution. Specifically, at each time step of decoding, this method always chose the word with the highest generation probability to be the input of the next time step. This method is a greedy decoding process, and we denote it as **Greedy decoding**.

### IV. Experiments

#### A. Setup

**Teacher Model Setup:** We evaluate our approaches on English-Chinese headline generation task. Note that in our approaches, there are two pre-trained teacher models involved, i.e., the English-Chinese NMT model and the Chinese NHG model.

For the English-Chinese NMT model, the training set $\mathcal{D}$ consists of 1.25M sentence pairs with 27.9M Chinese words and 34.5M English words. We use the NIST 2002 dataset as the development set to select model parameters. The evaluation metric is BLEU [20], calculated by the `multi-bleu.perl` script.

For the Chinese NHG model, the training set and development set all come from LCSTS [16]. This dataset provides Chinese article-headline pairs, which are collected from Sina Weibo.$^3$ We utilize the word-based Chinese NHG model, and the word segmentation is accomplished by THULAC$^4$. The Part-I of LCSTS serves as the training set, which consists of 2.40M article-headline pairs with 131.02M article words and 21.86M headline words. We randomly sample 800 headline-article pairs from the Part-II LCSTS as the development set to pick model parameters. The evaluation metric is ROUGE [21] which is calculated by `ROUGE-1.5.5.pl` script.

**Student Model Setup:** For the intended English-Chinese CNHG model, we leverage the English Gigaword [15] to build the training data, as introduced in [9]$^3$. This training set includes 3.8M article-headline pairs with 11.91M article words and 3.13M headline words. This dataset is also used as the training data for an English NHG model which we adopt in the baseline method.

For all involved models, including the teacher and student models, we adopt the same model architecture. Specifically, a bi-directional GRU recurrent neural network [22] is used as the encoder and an attention based GRU recurrent neural network [6] is utilized as the decoder. We use the AdaDelta algorithm [23] for optimizing model parameters. The English-Chinese NMT model, the Chinese NHG model, and the English-Chinese CNHG model share the same Chinese vocabulary, and the size is limited to 50K. English vocabulary size is limited to 30K. The word embedding size, the encoder, and the decoder hidden state dimension are set as 512, 1024 and 1024 respectively. When inferencing, the beam-size is set to 5.

**Data Construction:** For validating and testing the performance of the intended CNHG model, we manually translate DUC2003 task-1 and DUC2004 task-1 data. One professional translator is requested to generate translations for reference headlines. We give the following rules to guide the translation: (1) Let the translations faithful to the original headlines. (2) Make the translations as concise as possible. (3) Keep the proper nouns unchanged to avoid ambiguity. Although in the original DUC2003 and DUC2004 data, each article is paired with 4 reference headlines, we only translate 1 reference headline. We take DUC2003 dataset as the development dataset to select model parameters and take DUC2004 as the test set. Table II shows detailed statistics.

**Evaluation Metric:** The evaluation metric we utilize for headline generation tasks is the ROUGE [21], which reports recall, precision and F1 scores. Previous studies related to English headline generation either report recall score with length limit or full-length F1 scores from ROUGE-1, ROUGE-2 and ROUGE-L [9], [12], [14]. For Chinese headline generation task, the authors usually report full-length F1 scores [10], [16]. The recall scores of ROUGE are sensitive to length as it favors longer headlines. The F1 scores, on the other hand, could provide fairer results by penalizing longer headlines that are noisy [14]. In our work, we use full-length F1 scores from ROUGE-1, ROUGE-2 and ROUGE-L to evaluate our systems for fair comparison.

#### B. Baselines

We compare our approaches with the following baseline methods:

1) **Baseline-TS** (Translate then Summarize): Specifically, this method first utilizes the English-Chinese NMT model $P_t(x^E|\vec{x}^C, \theta_{NMT})$ to translate English articles into Chinese, then obtain the corresponding headline with the Chinese NHG model $P_t(z^C|\vec{x}^C, \theta_{NHG})$.
2) **Baseline-ST (Summarize then Translate):** Instead of translating first, this method utilizes an English NHG model $\Pr(y^{E}|x^{E}; \hat{\theta}_{\text{NHG}, EN})$ to obtain the English headline, then generates the corresponding Chinese headline with the English-Chinese NMT model $\Pr(\hat{y}^{C}|\hat{y}^{E}; \hat{\theta}_{\text{NMT}})$. We translate the English headlines $y^{E}$ from the English article-headline corpus $D_{x^{E}, y^{E}}$ into Chinese headlines using the English-Chinese NMT model $\Pr(\hat{y}^{C}|y^{E}; \hat{\theta}_{\text{NMT}})$ with greedy decoding. The original English articles $y^{E}$ from $D_{x^{E}, y^{E}}$ and translated Chinese headlines $\hat{y}^{C}$ constitute a pseudo English-Chinese headline generation corpus $\hat{D}_{x^{E}, \hat{y}^{C}}$.

3) **Baseline-PSEUDO:** This builds a pseudo parallel corpora adapted for CNHG. We translate the English headlines $y^{E}$ from the English article-headline corpus $D_{x^{E}, y^{E}}$ into Chinese headlines $\hat{y}^{C}$ using the English-Chinese NMT model $\Pr(\hat{y}^{C}|y^{E}; \hat{\theta}_{\text{NMT}})$ with greedy decoding. The original English articles $y^{E}$ from $D_{x^{E}, y^{E}}$ and translated Chinese headlines $\hat{y}^{C}$ constitute a pseudo English-Chinese headline generation corpus $\hat{D}_{x^{E}, \hat{y}^{C}}$.

### C. Effect of Approximation Method

We propose three methods to approximate the teacher distribution. To investigate the performance of different approximation methods, we conduct experiments on top of the NMT teacher model, and Table III shows the experimental results on DUC2003 development dataset.

We observe that the Single sampling method performs better than the Expected sampling method. One possible explanation is that when we utilize the expected word embeddings to approximate the teacher distribution, the teacher model itself does not change during training. The decoder side word embeddings remain fixed rather than tuned along with the training.

The greedy decoding method outperforms the other two methods over all ROUGE scores. In this method, when the student model is imitating the teacher model, only the candidate with the highest probability in the full space is used to predict the next output word at each time step. This finding suggests that the locally optimal choice at each stage is more important than data diversity in CNHG method. According to the experimental results, we use greedy decoding as the default approximation method in our experiments.

### D. Effect of Hyperparameter $\alpha$

To let the student CNHG model simultaneously learn from the English NMT model and the Chinese NHG model, we set a hyper-parameter $\alpha$ to balance between them. To explore the influence of hyper-parameter $\alpha$ on the performance of CNHG model, we conduct experiments with the $\alpha$ set as 0.1, 0.3, 0.5, 0.7, and 0.9 respectively. The higher the value, the more the student model learn from the English NMT model. The experimental results are shown in Table V. We observe that when $\alpha$ is set to 0.7, the model achieves the highest ROUGE-1, ROUGE-2 and ROUGE-L scores. The scores are also higher than the other NMT teacher models on ROUGE-1 and ROUGE-L scores, and the NHG teacher model over all ROUGE scores. One possible reason is that using one teacher model may lead to over-fitting during training. Combining two models with proper ratio would reduce the uncertainty of the model and make the overall performance more stable and consistent. As a result, we use $\alpha = 0.7$ in the following experiments.

### E. Main Results

Table IV shows the headline generation performance on DUC datasets. We have the following observations.

Firstly, the Baseline-ST method performs better than the Baseline-TS method. This can be partly attributed to the model discrepancy problem: the English-Chinese NMT and the Chinese NHG models are quite different in terms of vocabulary and parameter space because the English-Chinese translation and Chinese article-headline parallel corpora are loosely-related or even unrelated.

Secondly, the Baseline-TS and Baseline-ST methods achieve lower performance than those of other approaches (except for the NHG method). It is mainly because the Baseline-ST and Baseline-TS systems are pipeline methods and they inevitably suffer from cascaded translation errors: the mistakes made in the first step will be propagated to the second step.

Thirdly, the Baseline-PSEUDO and NHG teacher method obtain general performance. Although Baseline-PSEUDO and NHG teacher method are not pipeline based methods, they are trained with a pseudo corpus. They only use the source translation with the highest probability to build the pseudo parallel corpus, which may also cause severe error propagation problem in training.
TABLE VI
EXAMPLE HEADLINES FROM EACH SYSTEM AND THE CORRESPONDING ENGLISH TRANSLATION ARE GIVEN IN PARENTHESES, BY ITALICS

| English article | The last time the Asia-Pacific region held its annual summit to promote free trade, Japan’s prime minister assured everyone that his economy wouldn’t be the next victim of Asia’s financial crisis. |
| English reference headline | Asian-Pacific summit faces major economic and political challenges |
| Chinese reference headline | 亚 太 首脑 会议 面临 重大 经济 和 政治 挑战 |
| Baseline-ST | Step-1: News analysis: Asia-Pacific summit to promote free trade (by xiong UNK) UNK UNK contributed reporting.  
Step-2: 新闻 分析: UNK 首脑 峰会 促进 自由 贸易 活动 (UNK [10]) (News analysis: UNK summit promotes free trade activities (UNK [10])) |
| Baseline-TS | Step-1: 去年 UNK 召开 年度 会议 促进 自由 贸易，日本 首相 保证，他 的 经济 不 会 成为 亚洲 金融 危机 的 牺牲 品。 (Last year UNK hold annual meeting to promote free trade, Japanese prime minister assured that his economy would not be a victim of the Asian financial crisis.)  
Step-2: 日本 首相： 不 会 成为 亚洲 金融 危机 的 牺牲 品 (Japan prime minister: will not be victim of Asian financial crisis) |
| Baseline-PSEUDO | 亚洲 金融 危机 使 亚洲 金融 危机 受到 影响 (Asian financial crisis has affected the Asian financial crisis) |
| NMT teacher | 亚 太 经合 组织 首脑 会议 将 促进 自由 贸易 (Asia-Pacific summit will promote free trade) |
| NHG teacher | 日本 经济 增长 的 中国 经济 (Japan’s economy growth in China’s economy) |
| NMT+NHG teacher | 亚 太 经合 组织 首脑 会议 开幕 (Asia-Pacific summit opened) |

Considering the readability, we conduct a post-processing step to change the tokenized English contexts into normal form. The Baseline-ST and Baseline-TS systems are two steps pipeline systems; hence we list the corresponding results from each step as well. In Baseline-ST, Step-1 is the English headline of the original article generated by the English NHG model, and the Step-2 is the Chinese headline obtained by the English-Chinese NMT model. In Baseline-TS, Step-1 is the Chinese translation of original article generated by the English-Chinese NMT model, and the Step-2 is the Chinese headline obtained by the Chinese NHG model.

TABLE VII
“UNK” STATISTICS IN THE PIPELINE METHODS

<table>
<thead>
<tr>
<th></th>
<th>Baseline-TS</th>
<th>Baseline-ST</th>
</tr>
</thead>
<tbody>
<tr>
<td>avg.all</td>
<td>16.71</td>
<td>4.34</td>
</tr>
<tr>
<td>max.per</td>
<td>33.27</td>
<td>26.80</td>
</tr>
</tbody>
</table>

The avg.all and max.per refer to average “UNK” percentage in all results and max “UNK” percentage in one result respectively.

Finally, the NMT teacher and NMT+NHG teacher methods significantly outperform the other methods on both DUC2003 and DUC2004 datasets. This finding suggests that performance of CNHG approach greatly benefits from the direct training and training corpora with less noise.

F. Case Study

Table VI shows headline examples of baseline systems and our proposed methods.

In the Baseline-ST method, the headline generation step outputs redundant words “News analysis”, “(by xiong UNK) UNK UNK contributed reporting.” As a result, the corresponding translation includes redundant words “新 华 分析 (News analysis)” as well. In Baseline-TS method, the error of missing key information “Asia-Pacific region” error is propagated to the next headline generation step. This observation indicates that the errors made in the first step would inevitably propagate to the second step in pipeline methods. In pipeline methods, the “UNK” generated in the first step would inevitably affect the second step. Table VII demonstrates the “UNK” statistics in the pipeline methods.

The Baseline-PSEUDO and NHG teacher methods repeat words “亚洲 金融 危机 (Asian financial crisis)” and “经济 (economy)” respectively. This suggests that the pseudo corpora may harm the fluency in CNHG methods.

From the results, we observe that the NMT and NHG+NMT methods do not generate repeated or unnecessary words. Hence they are able to generate more fluent and headlines comparing to other methods. However, they still suffer from the missing key information problem.

V. RELATED WORK

A. Neural Headline Generation

End-to-end neural headline generation (NHG), has attracted increasing attention in recent several years. Researchers have been attempting to improve the performance of NHG from different aspects. For instance, source article representation methods [12], [14], [24], encoder choices [9], [12], [25], decoder adoptions [9], [12], limited vocabulary problem solutions [10], [11], output length controlling problem [25] and training strategies [26].

B. Cross Language Summarization

C. Zero-shot Learning

Although there are plenty of data available, fine-grained annotated data are still missing in many cases. Humans have the ability to solve a task even when observing no examples of the task, i.e., zero-shot learning. There are various zero-shot learning related studies in natural language processing, for instance document retrieval [27], spoken language understanding [28] and neural machine translation [29]–[32]. The closest related work to ours is that of the zero-shot NMT [29], [32].

VI. CONCLUSION

In this paper, we propose a direct end-to-end CNHG model which can address the training data discrepancy problem and error propagation problem in pipeline methods under a zero-shot scenario. Let the CNHG model be the student model, and we assume it would have close generation probability with the pre-trained NMT and NHG teacher models. Based on this assumption, we introduce three methods to guide the learning process of the CNHG student model. To evaluate the performance of the proposed approaches, we build corresponding development dataset and test dataset for the English-Chinese cross-lingual headline generation task by manually translating the standard DUC2003 task-1 and DUC2004 task-2 datasets. Experiments on the datasets show that our proposed NMT and NMT+NHG models can significantly outperform the baseline systems.

There are still many open problems to be explored as future work: (1) One problem in the neural sequence generation is the limited vocabulary size, which leads to the appearance of “UNK”. There are many successful work [10], [14] that utilize the pointer network [33] in NHG models to address this problem. We will explore the proper way to integrate the technique in the cross-lingual scenario. (2) Besides article-headline pairs, there are also rich plain monolingual text data not considered in CNHG training. We will investigate the probability of integrating these plain texts to enhance CNHG for semi-supervised learning.
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