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Abstract

Distant supervised relation extraction has been widely used to find novel relational facts from text. However, distant supervision inevitably accompanies with the wrong labelling problem, and these noisy data will substantially hurt the performance of relation extraction. To alleviate this issue, we propose a sentence-level attention-based model for relation extraction. In this model, we employ convolutional neural networks to embed the semantics of sentences. Afterwards, we build sentence-level attention over multiple instances, which is expected to dynamically reduce the weights of those noisy instances. Experimental results on real-world datasets show that, our model can make full use of all informative sentences and effectively reduce the influence of wrong labelled instances. Our model achieves significant and consistent improvements on relation extraction as compared with baselines. The source code of this paper can be obtained from https://github.com/thunlp/NRE.

1 Introduction

In recent years, various large-scale knowledge bases (KBs) such as Freebase (Bollacker et al., 2008), DBpedia (Auer et al., 2007) and YAGO (Suchanek et al., 2007) have been built and widely used in many natural language processing (NLP) tasks, including web search and question answering. These KBs mostly compose of relational facts with triple format, e.g., (Microsoft, founder, Bill Gates). Although existing KBs contain a massive amount of facts, they are still far from complete compared to the infinite real-world facts. To enrich KBs, many efforts have been invested in automatically finding unknown relational facts. Therefore, relation extraction (RE), the process of generating relational data from plain text, is a crucial task in NLP.

Most existing supervised RE systems require a large amount of labelled relation-specific training data, which is very time consuming and labor intensive. (Mintz et al., 2009) proposes distant supervision to automatically generate training data via aligning KBs and texts. They assume that if two entities have a relation in KBs, then all sentences that contain these two entities will express this relation. For example, (Microsoft, founder, Bill Gates) is a relational fact in KB. Distant supervision will regard all sentences that contain these two entities as active instances for relation founder. Although distant supervision is an effective strategy to automatically label training data, it always suffers from wrong labelling problem. For example, the sentence “Bill Gates ’s turn to philanthropy was linked to the antitrust problems Microsoft had in the U.S. and the European union.” does not express the relation founder but will still be regarded as an active instance. Hence, (Riedel et al., 2010; Hoffmann et al., 2011; Surdeanu et al., 2012) adopt multi-instance learning to alleviate the wrong labelling problem. The main weakness of these conventional methods is that most features are explicitly derived from NLP tools such as POS tagging and the errors generated by NLP tools will propagate in these methods.

Some recent works (Socher et al., 2012; Zeng et al., 2014; dos Santos et al., 2015) attempt to use deep neural networks in relation classification without handcrafted features. These methods build classifier based on sentence-level annotated data, which cannot be applied in large-scale
Figure 1: The architecture of sentence-level attention-based CNN, where $m_i$ indicates the original sentence for an entity pair, $\alpha_i$ is the weight given by sentence-level attention.

KBs due to the lack of human-annotated training data. Therefore, (Zeng et al., 2015) incorporates multi-instance learning with neural network model, which can build relation extractor based on distant supervision data. Although the method achieves significant improvement in relation extraction, it is still far from satisfactory. The method assumes that at least one sentence that mentions these two entities will express their relation, and only selects the most likely sentence for each entity pair in training and prediction. It’s apparent that the method will lose a large amount of rich information containing in neglected sentences.

In this paper, we propose a sentence-level attention-based convolutional neural network (CNN) for distant supervised relation extraction. As illustrated in Fig. 1, we employ a CNN to embed the semantics of sentences. Afterwards, to utilize all informative sentences, we represent the relation as semantic composition of sentence embeddings. To address the wrong labelling problem, we build sentence-level attention over multiple instances, which is expected to dynamically reduce the weights of those noisy instances. Finally, we extract relation with the relation vector weighted by sentence-level attention. We evaluate our model on a real-world dataset in the task of relation extraction. The experimental results show that our model achieves significant and consistent improvements in relation extraction as compared with the state-of-the-art methods.

The contributions of this paper can be summarized as follows:

- As compared to existing neural relation extraction model, our model can make full use of all informative sentences of each entity pair.
- To address the wrong labelling problem in distant supervision, we propose selective attention to de-emphasize those noisy instances.
- In the experiments, we show that selective attention is beneficial to two kinds of CNN models in the task of relation extraction.

2 Related Work

Relation extraction is one of the most important tasks in NLP. Many efforts have been invested in relation extraction, especially in supervised relation extraction. Most of these methods need a great deal of annotated data, which is time consuming and labor intensive. To address this issue, (Mintz et al., 2009) aligns plain text with Freebase by distant supervision. However, distant supervision inevitably accompanies with the wrong labelling problem. To alleviate the wrong labelling problem, (Riedel et al., 2010) models distant supervision for relation extraction as a multi-instance single-label problem, and (Hoffmann et al., 2011; Surdeanu et al., 2012) adopt multi-instance multi-label learning in relation extraction. Multi-instance learning was originally proposed to address the issue of ambiguously-labelled training data when predicting the activity of drugs (Dietterich et al., 1997). Multi-instance learning considers the reliability of the labels for each instance. (Bunescu and Mooney, 2007) connects weak supervision with multi-instance learning and extends it to relation extraction. But all the feature-based methods depend strongly on the quality of the features generated by NLP tools, which will suffer from error propagation problem.

Recently, deep learning (Bengio, 2009) has been widely used for various areas, including computer vision, speech recognition and so on. It has also been successfully applied to different NLP tasks such as part-of-speech tagging (Collobert et al., 2011), sentiment analysis (dos Santos and Gatti, 2014), parsing (Socher et al., 2013), and machine translation (Sutskever et al., 2014). Due to the recent success in deep learning, many researchers have investigated the possibility of using neural networks to automatically learn features
for relation extraction. (Socher et al., 2012) uses a recursive neural network in relation extraction. They parse the sentences first and then represent each node in the parsing tree as a vector. Moreover, (Zeng et al., 2014; dos Santos et al., 2015) adopt an end-to-end convolutional neural network for relation extraction. Besides, (Xie et al., 2016) attempts to incorporate the text information of entities for relation extraction.

Although these methods achieve great success, they still extract relations on sentence-level and suffer from a lack of sufficient training data. In addition, the multi-instance learning strategy of conventional methods cannot be easily applied in neural network models. Therefore, (Zeng et al., 2015) combines at-least-one multi-instance learning with neural network model to extract relations on distant supervision data. However, they assume that only one sentence is active for each entity pair. Hence, it will lose a large amount of rich information containing in those neglected sentences. Different from their methods, we propose sentence-level attention over multiple instances, which can utilize all informative sentences.

The attention-based models have attracted a lot of interests of researchers recently. The selectivity of attention-based models allows them to learn alignments between different modalities. It has been applied to various areas such as image classification (Mnih et al., 2014), speech recognition (Chorowski et al., 2014), image caption generation (Xu et al., 2015) and machine translation (Bahdanau et al., 2014). To the best of our knowledge, this is the first effort to adopt attention-based model in distant supervised relation extraction.

3 Methodology

Given a set of sentences \( \{x_1, x_2, \cdots, x_n\} \) and two corresponding entities, our model measures the probability of each relation \( r \). In this section, we will introduce our model in two main parts:

- **Sentence Encoder.** Given a sentence \( x \) and two target entities, a convolutional neural network (CNN) is used to construct a distributed representation \( x \) of the sentence.

- **Selective Attention over Instances.** When the distributed vector representations of all sentences are learnt, we use sentence-level attention to select the sentences which really express the corresponding relation.

![Figure 2: The architecture of CNN/PCNN used for sentence encoder.](image)

As shown in Fig. 2, we transform the sentence \( x \) into its distributed representation \( x \) by a CNN. First, words in the sentence are transformed into dense real-valued feature vectors. Next, convolutional layer, max-pooling layer and non-linear transformation layer are used to construct a distributed representation of the sentence, i.e., \( x \).

### 3.1 Sentence Encoder

![Diagram of CNN/PCNN](image)

**Sentence Vector Representation**

\[
\text{sent} = r_x W + b
\]

**Non-linear Layer**

\[
\text{Convolution Layer}
\]

**Max Pooling**

\[
\text{Sentence Vector Representation}
\]

**Word Representation**

**Position** \( \text{Bill}_\text{Gates} \) is the founder of Microsoft.

**Input Representation**

The inputs of the CNN are raw words of the sentence \( x \). We first transform words into low-dimensional vectors. Here, each input word is transformed into a vector via word embedding matrix. In addition, to specify the position of each entity pair, we also use position embeddings for all words in the sentence.

**Word Embeddings.** Word embeddings aim to transform words into distributed representations which capture syntactic and semantic meanings of the words. Given a sentence \( x \) consisting of \( m \) words \( x = \{w_1, w_2, \cdots, w_m\} \), every word \( w_i \) is represented by a real-valued vector. Word representations are encoded by column vectors in an embedding matrix \( V \in \mathbb{R}^{d \times |V|} \) where \( V \) is a fixed-sized vocabulary.

**Position Embeddings.** In the task of relation extraction, the words close to the target entities are usually informative to determine the relation between entities. Similar to (Zeng et al., 2014), we use position embeddings specified by entity pairs. It can help the CNN to keep track of how close
each word is to head or tail entities. It is defined as the combination of the relative distances from the current word to head or tail entities. For example, in the sentence “Bill Gates is the founder of Microsoft.”, the relative distance from the word “founder” to head entity Bill Gates is 3 and tail entity Microsoft is 2.

In the example shown in Fig. 2, it is assumed that the dimension $d^a$ of the word embedding is 3 and the dimension $d^b$ of the position embedding is 1. Finally, we concatenate the word embeddings and position embeddings of all words and denote it as a vector sequence $w = \{w_1, w_2, \cdots, w_m\}$, where $w_i \in \mathbb{R}^d (d = d^a + d^b + 2)$.

### 3.1.2 Convolution, Max-pooling and Non-linear Layers

In relation extraction, the main challenges are that the length of the sentences is variable and the important information can appear in any area of the sentences. Hence, we should utilize all local features and perform relation prediction globally. Here, we use a convolutional layer to merge all these features. The convolutional layer first extracts local features with a sliding window of length $l$ over the sentence. In the example shown in Fig. 2, we assume that the length of the sliding window $l$ is 3. Then, it combines all local features via a max-pooling operation to obtain a fixed-sized vector for the input sentence.

Here, convolution is defined as an operation between a vector sequence $w$ and a convolution matrix $W \in \mathbb{R}^{d^c \times (l \times d)}$, where $d^c$ is the sentence embedding size. Let us define the vector $q_i \in \mathbb{R}^{d \times d}$ as the concatenation of a sequence of $w$ word embeddings within the $i$-th window:

$$q_i = w_{i-l+1:i} \quad (1 \leq i \leq m + l - 1). \tag{1}$$

Since the window may be outside of the sentence boundaries when it slides near the boundary, we set special padding tokens for the sentence. It means that we regard all out-of-range input vectors $w_i (i < 1 \text{ or } i > m)$ as zero vector.

Hence, the $i$-th filter of convolutional layer is computed as:

$$p_i = [Wq + b]_i \tag{2}$$

where $b$ is bias vector. And the $i$-th element of the vector $x \in \mathbb{R}^{d^c}$ as follows:

$$[x]_i = \max(p_i), \tag{3}$$

Further, PCNN (Zeng et al., 2015), which is a variation of CNN, adopts piecewise max pooling in relation extraction. Each convolutional filter $p_i$ is divided into three segments $(p_{i1}, p_{i2}, p_{i3})$ by head and tail entities. And the max pooling procedure is performed in three segments separately, which is defined as:

$$[x]_{ij} = \max(p_{ij}), \tag{4}$$

And $[x]_{ij}$ is set as the concatenation of $[x]_{ij}$.

Finally, we apply a non-linear function at the output, such as the hyperbolic tangent.

### 3.2 Selective Attention over Instances

Suppose there is a set $S$ contains $n$ sentences for entity pair $(head, tail)$, i.e., $S = \{x_1, x_2, \cdots, x_n\}$.

To exploit the information of all sentences, our model represents the set $S$ with a real-valued vector $s$ when predicting relation $r$. It is straightforward that the representation of the set $S$ depends on all sentences’ representations $x_1, x_2, \cdots, x_n$. Each sentence representation $x_i$ contains information about whether entity pair $(head, tail)$ contains relation $r$ for input sentence $x_i$.

The set vector $s$ is, then, computed as a weighted sum of these sentence vector $x_i$:

$$s = \sum_i \alpha_i x_i, \tag{5}$$

where $\alpha_i$ is the weight of each sentence vector $x_i$. In this paper, we define $\alpha_i$ in two ways:

**Average:** We assume that all sentences in the set $X$ have the same contribution to the representation of the set. It means the embedding of the set $S$ is the average of all the sentence vectors:

$$s = \sum_i \frac{1}{n} x_i, \tag{6}$$

It’s a naive baseline of our selective attention.

**Selective Attention:** However, the wrong labelling problem inevitably occurs. Thus, if we regard each sentence equally, the wrong labelling sentences will bring in massive of noise during training and testing. Hence, we use a selective attention to de-emphasize the noisy sentence. Hence, $\alpha_i$ is further defined as:

$$\alpha_i = \frac{\exp(e_i)}{\sum_k \exp(e_k)}, \tag{7}$$
where \( e_i \) is referred as a query-based function which scores how well the input sentence \( x_i \) and the predict relation \( r \) matches. We select the bilinear form which achieves best performance in different alternatives:

\[
e_i = x_i A r, \tag{8}
\]

where \( A \) is a weighted diagonal matrix, and \( r \) is the query vector associated with relation \( r \) which indicates the representation of relation \( r \).

Finally, we define the conditional probability \( p(r|S, \theta) \) through a softmax layer as follows:

\[
p(r|S, \theta) = \frac{\exp(o_r)}{\sum_{k=1}^{n_r} \exp(o_k)}, \tag{9}
\]

where \( n_r \) is the total number of relations and \( o \) is the final output of the neural network which corresponds to the scores associated to all relation types, which is defined as follows:

\[
o = M s + d, \tag{10}
\]

where \( d \in \mathbb{R}^{n_r} \) is a bias vector and \( M \) is the representation matrix of relations.

(Zeng et al., 2015) follows the assumption that at least one mention of the entity pair will reflect their relation, and only uses the sentence with the highest probability in each set for training. Hence, the method which they adopted for multi-instance learning can be regarded as a special case as our selective attention when the weight of the sentence with the highest probability is set to 1 and others to 0.

### 3.3 Optimization and Implementation Details

Here we introduce the learning and optimization details of our model. We define the objective function using cross-entropy at the set level as follows:

\[
J(\theta) = \sum_{i=1}^{s} \log p(r_i|S_i, \theta), \tag{11}
\]

where \( s \) indicates the number of sentence sets and \( \theta \) indicates all parameters of our model. To solve the optimization problem, we adopt stochastic gradient descent (SGD) to minimize the objective function. For learning, we iterate by randomly selecting a mini-batch from the training set until converge.

In the implementation, we employ dropout (Srivastava et al., 2014) on the output layer to prevent overfitting. The dropout layer is defined as an element-wise multiplication with a a vector \( h \) of Bernoulli random variables with probability \( p \). Then equation (10) is rewritten as:

\[
o = M (s \circ h) + d. \tag{12}
\]

In the test phase, the learnt set representations are scaled by \( p \), i.e., \( \hat{s}_i = p s_i \). And the scaled set vector \( \hat{r}_i \) is finally used to predict relations.

### 4 Experiments

Our experiments are intended to demonstrate that our neural models with sentence-level selective attention can alleviate the wrong labelling problem and take full advantage of informative sentences for distant supervised relation extraction. To this end, we first introduce the dataset and evaluation metrics used in the experiments. Next, we use cross-validation to determine the parameters of our model. And then we evaluate the effects of our selective attention and show its performance on the data with different set size. Finally, we compare the performance of our method to several state-of-the-art feature-based methods.

#### 4.1 Dataset and Evaluation Metrics

We evaluate our model on a widely used dataset\(^1\) which is developed by (Riedel et al., 2010) and has also been used by (Hoffmann et al., 2011; Surdeanu et al., 2012). This dataset was generated by aligning Freebase relations with the New York Times corpus (NYT). Entity mentions are found using the Stanford named entity tagger (Finkel et al., 2005), and are further matched to the names of Freebase entities. The Freebase relations are divided into two parts, one for training and one for testing. It aligns the the sentences from the corpus of the years 2005-2006 and regards them as training instances. And the testing instances are the aligned sentences from 2007. There are 53 possible relationships including a special relation NA which indicates there is no relation between head and tail entities. The training data contains 522,611 sentences, 281,270 entity pairs and 18,252 relational facts. The testing set contains 172,448 sentences, 96,678 entity pairs and 1,950 relational facts.

Similar to previous work (Mintz et al., 2009), we evaluate our model in the held-out evaluation. It evaluates our model by comparing the relation

\(^1\)[http://iesl.cs.umass.edu/riedel/ecml/]
facts discovered from the test articles with those in Freebase. It assumes that the testing systems have similar performances in relation facts inside and outside Freebase. Hence, the held-out evaluation provides an approximate measure of precision without time consumed human evaluation. We report both the aggregate curves precision/recall curves and Precision@N (P@N) in our experiments.

4.2 Experimental Settings

4.2.1 Word Embeddings

In this paper, we use the word2vec tool\footnote{https://code.google.com/p/word2vec/} to train the word embeddings on NYT corpus. We keep the words which appear more than 100 times in the corpus as vocabulary. Besides, we concatenate the words of an entity when it has multiple words.

4.2.2 Parameter Settings

Following previous work, we tune our models using three-fold validation on the training set. We use a grid search to determine the optimal parameters and select learning rate $\lambda$ for SGD among $\{0.1, 0.01, 0.001, 0.0001\}$, the sliding window size $l \in \{1, 2, 3, \cdots, 8\}$, the sentence embedding size $n \in \{50, 60, \cdots, 300\}$, and the batch size $B$ among $\{40, 160, 640, 1280\}$. For other parameters, since they have little effect on the results, we follow the settings used in (Zeng et al., 2014). For training, we set the iteration number over all the training data as 25. In Table 1 we show all parameters used in the experiments.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Window size $l$</td>
<td>3</td>
</tr>
<tr>
<td>Sentence embedding size $d^c$</td>
<td>230</td>
</tr>
<tr>
<td>Word dimension $d^a$</td>
<td>50</td>
</tr>
<tr>
<td>Position dimension $d^b$</td>
<td>5</td>
</tr>
<tr>
<td>Batch size $B$</td>
<td>160</td>
</tr>
<tr>
<td>Learning rate $\lambda$</td>
<td>0.01</td>
</tr>
<tr>
<td>Dropout probability $p$</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 1: Parameter settings

4.3 Effect of Sentence-level Selective Attention

To demonstrate the effects of the sentence-level selective attention, we empirically compare different methods through held-out evaluation. We select the CNN model proposed in (Zeng et al., 2014) and the PCNN model proposed in (Zeng et al., 2015) as our sentence encoders and implement them by ourselves which achieve comparable results as the authors reported. And we compare the performance of the two different kinds of CNN with sentence-level attention (ATT), its naive version (AVE) which represents each sentence set as the average vector of sentences inside the set and the at-least-one multi-instance learning (ONE) used in (Zeng et al., 2015).

![Figure 3: Top: Aggregate precision/recall curves of CNN, CNN+ONE, CNN+AVE, CNN+ATT. Bottom: Aggregate precision/recall curves of PCNN, PCNN+ONE, PCNN+AVE, PCNN+ATT](image)

From Fig. 3, we have the following observation: (1) For both CNN and PCNN, the ONE method brings better performance as compared to CNN/PCNN. The reason is that the original distant supervision training data contains a lot of noise and the noisy data will damage the performance of relation extraction. (2) For both CNN and PCNN, the AVE method is useful for relation extraction as compared to CNN/PCNN. It indicates that considering more sentences is beneficial to relation extraction since the noise can be reduced by mutual complementation of information. (3) For both
CNN and PCNN, the AVE method has a similar performance compared to the ONE method. It indicates that, although the AVE method brings in information of more sentences, since it regards each sentence equally, it also brings in the noise from the wrong labelling sentences which may hurt the performance of relation extraction. (4) For both CNN and PCNN, the ATT method achieves the highest precision over the entire range of recall compared to other methods including the AVE method. It indicates that the proposed selective attention is beneficial. It can effectively filter out meaningless sentences and alleviate the wrong labelling problem in distant supervised relation extraction.

4.4 Effect of Sentence Number

In the original testing data set, there are 74,857 entity pairs that correspond to only one sentence, nearly 3/4 over all entity pairs. Since the superiority of our selective attention lies in the entity pairs containing multiple sentences, we compare the performance of CNN/PCNN+ONE, CNN/PCNN+AVE and CNN/PCNN+ATT on the entity pairs which have more than one sentence. And then we examine these three methods in three test settings:

- **One**: For each testing entity pair, we randomly select one sentence and use this sentence to predict relation.
- **Two**: For each testing entity pair, we randomly select two sentences and proceed relation extraction.
- **All**: We use all sentences of each entity pair for relation extraction.

Note that, we use all the sentences in training. We will report the P@100, P@200, P@300 and the mean of them for each model in held-out evaluation.

Table 2 shows the P@N for compared models in three test settings. From the table, we can see that: (1) For both CNN and PCNN, the ATT method achieves the best performance in all test settings. It demonstrates the effectiveness of sentence-level selective attention for multi-instance learning. (2) For both CNN and PCNN, the AVE method is comparable to the ATT method in the One test setting. However, when the number of testing sentences per entity pair grows, the performance of the AVE methods has almost no improvement. It even drops gradually in P@100, P@200 as the sentence number increases. The reason is that, since we regard each sentence equally, the noise contained in the sentences that do not express any relation will have negative influence in the performance of relation extraction. (3) CNN+AVE and CNN+ATT have 5% to 8% improvements compared to CNN+ONE in the ONE test setting. Since each entity pair has only one sentence in this test setting, the only difference of these methods is from training. Hence, it shows that utilizing all sentences will bring in more information although it may also bring in some extra noises. (4) For both CNN and PCNN, the ATT method outperforms other two baselines over 5% and 9% in the Two and All test settings. It indicates that by taking more useful information into account, the relational facts which CNN+ATT ranks higher are more reliable and beneficial to relation extraction.

4.5 Comparison with Feature-based Approaches

To evaluate the proposed method, we select the following three feature-based methods for comparison through held-out evaluation:

- **Mintz** (Mintz et al., 2009) is a traditional distant supervised model.
- **MultiR** (Hoffmann et al., 2011) proposes a probabilistic, graphical model of multi-instance learning which handles overlapping relations.
- **MIML** (Surdeanu et al., 2012) jointly models both multiple instances and multiple relations.

We implement them with the source codes released by the authors.
Table 2: P@N for relation extraction in the entity pairs with different number of sentences

| Test Settings | One | | | Two | | | All | | | Mean | | | Mean | | | Mean | | | Mean |
|---------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| P@N(%)        | 100 | 200 | 300 | Mean | 100 | 200 | 300 | Mean | 100 | 200 | 300 | Mean |
| CNN+ONE       | 68.3 | 60.7 | 53.8 | 60.9 | 70.3 | 62.7 | 55.8 | 62.9 | 67.3 | 64.7 | 58.1 | 63.4 |
| +AVE          | 75.2 | 67.2 | 58.8 | 67.1 | 68.3 | 63.2 | 60.5 | 64.0 | 64.4 | 60.2 | 60.1 | 60.4 |
| +ATT          | **76.2** | 65.2 | **60.8** | 67.4 | 76.2 | 65.7 | 62.1 | 68.0 | **76.2** | 68.6 | 59.8 | 68.2 |
| PCNN+ONE      | 73.3 | 64.8 | 56.8 | 65.0 | 70.3 | 67.2 | 63.1 | 66.9 | 72.3 | 69.7 | 64.1 | 68.7 |
| +AVE          | 71.3 | 63.7 | 57.8 | 64.3 | 73.3 | 65.2 | 62.1 | 66.9 | 73.3 | 66.7 | 62.8 | 67.6 |
| +ATT          | 73.3 | **69.2** | **60.8** | **67.8** | **77.2** | **71.6** | **66.1** | **71.6** | **76.2** | **73.1** | **67.4** | **72.2** |

Table 3: Some examples of selective attention in NYT corpus

<table>
<thead>
<tr>
<th>Relation</th>
<th>employer_of</th>
<th>employer_of</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>When Howard Stern was preparing to take his talk show to <strong>Sirius Satellite Radio</strong>, following his former boss, <strong>Mel Karmazin</strong>, Mr. Hollander argued that ...</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td><strong>Mel Karmazin</strong>, the chief executive of <strong>Sirius Satellite Radio</strong>, made a lot of phone calls ...</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Relation</th>
<th>place_of_birth</th>
<th>place_of_birth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td><strong>Ernst Haefliger</strong>, a Swiss tenor who ... roles, died on Saturday in <strong>Davos</strong>, Switzerland, where he maintained a second home.</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td><strong>Ernst Haefliger</strong> was born in <strong>Davos</strong> on July 6, 1919, and studied at the Wettinger Seminary ...</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Results of the experiments

| Test Settings | One | | | Two | | | All | | | Mean | | | Mean | | | Mean | | | Mean |
|---------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| P@N(%)        | 100 | 200 | 300 | Mean | 100 | 200 | 300 | Mean | 100 | 200 | 300 | Mean |
| CNN+ONE       | 68.3 | 60.7 | 53.8 | 60.9 | 70.3 | 62.7 | 55.8 | 62.9 | 67.3 | 64.7 | 58.1 | 63.4 |
| +AVE          | 75.2 | 67.2 | 58.8 | 67.1 | 68.3 | 63.2 | 60.5 | 64.0 | 64.4 | 60.2 | 60.1 | 60.4 |
| +ATT          | **76.2** | 65.2 | **60.8** | 67.4 | 76.2 | 65.7 | 62.1 | 68.0 | **76.2** | 68.6 | 59.8 | 68.2 |
| PCNN+ONE      | 73.3 | 64.8 | 56.8 | 65.0 | 70.3 | 67.2 | 63.1 | 66.9 | 72.3 | 69.7 | 64.1 | 68.7 |
| +AVE          | 71.3 | 63.7 | 57.8 | 64.3 | 73.3 | 65.2 | 62.1 | 66.9 | 73.3 | 66.7 | 62.8 | 67.6 |
| +ATT          | 73.3 | **69.2** | **60.8** | **67.8** | **77.2** | **71.6** | **66.1** | **71.6** | **76.2** | **73.1** | **67.4** | **72.2** |

Fig. 4 shows the precision/recall curves for each method. We can observe that: (1) CNN/PCNN+ATT significantly outperforms all feature-based methods over the entire range of recall. When the recall is greater than 0.1, the performance of feature-based method drop out quickly. In contrast, our model has a reasonable precision until the recall approximately reaches 0.3. It demonstrates that the human-designed feature cannot concisely express the semantic meaning of the sentences, and the inevitable error brought by NLP tools will hurt the performance of relation extraction. In contrast, CNN/PCNN+ATT which learns the representation of each sentences automatically can express each sentence well. (2) PCNN+ATT performs much better as compared to CNN+ATT over the entire range of recall. It means that the selective attention considers the global information of all sentences except the information inside each sentence. Hence, the performance of our model can be further improved if we have a better sentence encoder.

4.6 Case Study

Table 3 shows two examples of selective attention from the testing data. For each relation, we show the corresponding sentences with highest and lowest attention weight respectively. And we highlight the entity pairs with bold formatting.

From the table we find that: The former example is related to the relation employer_of. The sentence with low attention weight does not express the relation between two entities, while the high one shows that **Mel Karmazin** is the chief executive of **Sirius Satellite Radio**. The later example is related to the relation place_of_birth. The sentence with low attention weight expresses where **Ernst Haefliger** is died in, while the high one expresses where he is born in.

5 Conclusion and Future Works

In this paper, we develop CNN with sentence-level selective attention. Our model can make full use of all informative sentences and alleviate the wrong labelling problem for distant supervised relation extraction. In experiments, we evaluate our model on relation extraction task. The experimental results show that our model significantly and consistently outperforms state-of-the-art feature-based methods and neural network methods.

In the future, we will explore the following directions:

- Our model incorporates multi-instance learning with neural network via instance-level selective attention. It can be used in not only distant supervised relation extraction but also other multi-instance learning tasks. We will explore our model in other area such as text...
• CNN is one of the effective neural networks for neural relation extraction. Researchers also propose many other neural network models for relation extraction. In the future, we will incorporate our instance-level selective attention technique with those models for relation extraction.
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